
Core CL Hauptseminar Winter Semester 2016

Computational Linguistic Analysis of Linguistic Complexity

Last update: December 18, 2016

Abstract:

Aspects of complexity are important under a number of different theoretical and applied
perspectives related to language - from theoretical linguistics making reference to complex
noun phrases and recursion, via language acquisition research discussing complexity as
a measure of development, or readability research distinguishing which audience a text
is appropriate for and how it could be simplified, to psycholinguistic research on human
sentence processing computing surprisal and other measures reflecting processing difficulty.
Interestingly, complexity is an issue at all levels of linguistic modeling, including the lexicon
and morphology, syntax, semantics, and discourse as well as aspects of language use such as
frequency. In this Hauptseminar, we will investigate and develop computational linguistic
techniques and applications supporting the automatic identification of a broad range of
aspects of linguistic complexity, including computational models of human processing and
modules needed to build tools for readability classification, simplification, or information
retrieval.

Scheduling

Note that the following session plan is subject to change; it only constitutes the current
state of our planning as the semester unfolds.

1. Wednesday, October 26: Organization and Overview [Detmar Meurers]

2. Friday, October 28: Introduction [Detmar Meurers]

3. Wednesday, November 2: Introduction [Detmar Meurers]

4. Friday, November 4: no class

5. Wednesday, November 9: Introduction [Detmar Meurers]

6. Friday, November 11: Traditional readability measures [Ekaterina Panfilova]

• (DuBay 2004, 2006; François & Miltsakaki 2012)

7. Wednesday, November 16: Psycholinguistic Measures

• Eye tracking background [Zarah Solgi]

8. Friday, November 18: Psycholinguistic Measures II:

• Dependency Locality Theory [Matthias Karlbaer]

9. Wednesday, November 23: Psycholinguistic Measures III:

• Surprisal

– (Boston et al. 2008) [Lukas Walter]

– (Boston et al. 2011) [Kuan Yu]
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10. Friday, November 25: Psychological Models of Comprehension

• Kintsch’s Construction Integration model of reading (Kintsch & van Dijk 1978;
Kintsch 1988) [Nora Stefanova Kumpikova]

• Propositional Idea Density (Brown et al. 2008) [Tobias Elßner]

11. Wednesday, November 30: SLA Background on CAF: Complexity, Accuracy, and
Fluency

• (Skehan 1989) [Miriam Marthaler]

12. Friday, December 2: SLA Background on CAF: Complexity, Accuracy, and Fluency

• (Wolfe-Quintero et al. 1998; Housen & Kuiken 2009) [Sarah Taylor]

13. Wednesday, December 7: CAF

• (Ortega 2003) [Jonas Schäfer]

14. Friday, December 9: Lexical measures in SLA

• (Kyle & Crossley 2015) [Ekaterina Lazaruk]

• (Lu 2012) [Mei-Shin Wu]

• some related work: (Laufer & Nation 1995; Malvern et al. 2004; McCarthy &
Jarvis 2010; Read & Nation 2004)

15. Wednesday, December 14: Syntactic complexity in SLA

• (Covington et al. 2006; Lu 2010) [Teslin Roys]

• (Cheung & Kemper 1992) [Jonas Raggatz]

16. Friday, December 16: Discourse and CohMetrix

• (McNamara et al. 2002; Graesser et al. 2004) [Holger Muth-Hellebrandt]

• (Crossley et al. 2000, 2008) [Alexander Hartmann]

17. Wednesday, December 21: Discourse and CohMetrix II

• Connectives [Ryan Callihan]

18. Wednesday, January 11: Analysis and Task effects

• (Vyatkina 2012) [Frank Obeng]

• (Alexopoulou et al. submitted) [Rebecca Long]

19. Friday, January: 13: ETS SourceFinder (Sheehan et al. 2007, 2008, 2009, 2010)
[Andreas Daul]

20. Wednesday, January 18: REAP (Heilman et al. 2008b; Brown & Eskenazi 2004,
2005; Collins-Thompson & Callan 2004, 2005; Si & Callan 2001; Heilman et al.
2007, 2008a; Dela Rosa & Eskenazi 2011) [Sarah Schneider]

21. Friday, January: 20: German Systems
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• DeLite (Vor der Brück et al. 2008a,b) [Ankita Oswall]

22. Wednesday, January 25: Evaluation (Huenerfauth et al. 2009; van Oosten et al.
2010; Van Oosten et al. 2011) [Nika Strem]

23. Friday, January 27: Child Language Development

• Revised D-Level (Lu 2009; Voss 2005) [Chrysanthi Melanou]

• IPSyn (Sagae et al. 2005; Lubetich & Sagae 2014) [Neele Witte]

24. Wednesday, February 1: Reader Modeling

• (Liu et al. 2004; Pendar & Chapelle 2008) [Peter Schoener]

• (Nakatani et al. 2009, 2010) [Nikolas Zeitler]

25. Friday, February 3: Reader Modeling (cont.)

• (Walmsley 2015) [Savvas Chatzipanagiiotidis]

26. Wednesday, February 8:

27. Friday, February 10:

Instructor: Detmar Meurers

• Office: Room 1.28, Blochbau (Wilhelmstr. 19)

• Email: dm@sfs.uni-tuebingen.de

• Office hours: Wednesdays 14:00–16:00 (arrange a slot by email beforehand)

Course meets: in Seminarraum 1.13, Blochbau (Wilhelmstr. 19)

• Wednesdays and Fridays, 8:30-10:00

Credit Points: 6 CP or 9 CP (with term paper)

• active participation in class: 4SWS * 15 = 60h (2 CP)

• reading and positing of questions: 60h (2 CP)

• preparing and holding class presentation: 60h (2 CP)

• optional: term paper 90h (3 CP)

Syllabus (this file):

• html-Version (http://purl.org/dm/16/ws/hs)

• pdf-Version (http://purl.org/dm/16/ws/hs/syllabus.pdf)

Moodle page:

• https://moodle02.zdv.uni-tuebingen.de/course/view.php?id=1636
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Nature of course and our expectations: This is a research-oriented Hauptseminar,
in which we jointly explore perspectives and approaches on complexity in linguistics,
psycholinguistics, and computational linguistics. You are expected to

1. regularly and actively participate in class, read the papers assigned by any of the
presenters and post a meaningful question on Moodle to the “Reading Discussion
Forum” on each reading at the latest on the day before it is discussed in class.

2. explore and present a topic:

• select one of the sub-topics by the end of October

• thoroughly research the topic, taking our literature pointers as a starting point

• prepare the presentation with slides, send them to me by email and discuss
them with me in a half hour slot during my office hour at least a week before
the presentation

• start a new Moodle thread on the “Reading Discussion Forum” specifying what
every course participant should read to prepare for your presentation a week
before your presentation

• present and discuss the topic in class

3. if you pursue the 9 CP option, work out a project term paper

• by January 27, 2017 select a topic and submit a one-page abstract

– For computational linguistics students, the topic of the paper will typically
be the exploration or implementation of an approach analyzing complexity.

• by March 30, 2017, i.e. before the beginning of the next semester email the
term paper in pdf format to the instructor.

– Note for Computational Linguistics students: The term paper must be
produced in LaTeX using the ACL conference format or the Computational
Linguistics journal format; BibTeX must be used for the bibliography.

Academic conduct and misconduct: Research is driven by discussion and free
exchange of ideas, motivations, and perspectives. So you are encouraged to work in groups,
discuss, and exchange ideas. At the same time, the foundation of the free exchange of
ideas is that everyone is open about where they obtained which information. Concretely,
this means you are expected to always make explicit when you’ve worked on something
as a team – and keep in mind that being part of a team always means sharing the work.

For text you write, you always have to provide explicit references for any ideas or passages
you reuse from somewhere else. Note that this includes text “found” on the web, where
you should cite the url of the web site in case no more official publication is available.

Class etiquette: Please do not read or work on materials for other classes in our
seminar. All portable electronic devices such as cell phones and laptops should be switched
off for the entire length of the flight, oops, class.
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