
ISCL Hauptseminar (Winter semester 2021, Meurers)

NLP for Computer-Assisted Language Learning

Abstract:

This seminar explores the relevance and uses of NLP in the context of language learning,
combining conceptual discussion with hands-on programming tasks.

We distinguish two broad uses of NLP related to language learning (cf. Meurers 2020):
On the one hand, NLP can be used to analyze learner language, i.e., words, sentences, or
texts produced by language learners. This includes the development of NLP techniques for
the analysis of learner language by intelligent tutoring systems in Intelligent Computer-
Assisted Language Learning, automated scoring in language testing, as well as the analysis
and annotation of learner corpora for researech and learning analytics. On the other hand,
NLP for the analysis of native language can also play an important role in the language
learning context. Applications in this second domain support the search for and the
enhanced presentation of native language reading material for language learners as well
as the generation of exercises and tests based on authentic materials.

Complementing the conceptual side, where we delineate the uses of NLP, motivate the
relevance, and discuss current research strands, we will develop web-based applications
in hands-on sessions. While for these tasks we envisage heterogeneous student teams
combining different backgrounds, some programming experience is required for successful
participation.

Detmar Meurers (2020). Natural Language Processing and Language Learning. The
Concise Encyclopedia of Applied Linguistics, edited by Carol A. Chapelle. Wiley. 817-
831. http://purl.org/dm/papers/Meurers-19.pdf

Instructor: Prof. Dr. Detmar Meurers

• Office: 1.28 in the SfS

• Office hours: Tuesdays 10:00–12:00 (please arrange slot by email beforehand)

Tutor: Valentin Pickard

• Email: valentin.pickard@student.uni-tuebingen.de

Course meets: 4 SWS

• Tuesdays and Thursdays 8ct–10 (i.e., 8:15-9:45)

• In lecture room 0.01 in the SfS, Wilhelmstr. 19. If for reasons beyond your control,
like visa or health issues, you cannot join in person, you can paticipate in https:
//zoom.us/j/96719107835.

Credit Points:

• Core Computatonal Linguistics Hauptseminar with 6 or, with term paper, 9 CP.

Syllabus: http://purl.org/dm/21/ws/hs (http://purl.org/dm/21/ws/hs/syllabus.pdf)

Moodle page: https://moodle.zdv.uni-tuebingen.de/course/view.php?id=2150
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Please enroll in this course by logging into this moodle course with your ordinary ZDV
university login.

Nature of course and our expectations: This is an overview-oriented Hauptseminar,
in which we jointly introduce and explore the topic, perspectives and approaches. You are
expected to

1. regularly and actively participate in class, with everyone’s camera turned on to allow
for meaningful two-way interaction in class, read the papers assigned by any of the
presenters and post a meaningful question on Moodle to the “Discussion Forum” on
each reading at the latest on the day before it is discussed in class.

2. explore and present a topic:

• select one of the sub-topics by the Nov 5

• thoroughly research the topic, starting from the references provided

• prepare the presentation with slides, send them to me by email and discuss
them with me in a half hour slot during my office hour at least a week before
the presentation

• start a new Moodle thread on the “Discussion Forum” specifying what every
course participant should read to prepare for your presentation a week before
your presentation

• present and discuss the topic in class

3. if you pursue the 9 CP option, work out a project term paper

• by February 4 select a topic and submit a one-page abstract (and a revised
version by February 11, 2022)

• by April 1, 2022, i.e., by the beginning of the next semester email the term
paper in pdf format to the instructor.

– Note for Computational Linguistics students: The term paper must be
produced in LaTeX using the ACL conference format or the Computational
Linguistics journal format; BibTeX must be used for the bibliography.

Academic conduct and misconduct: Research is driven by discussion and free
exchange of ideas, motivations, and perspectives. So you are encouraged to work in groups,
discuss, and exchange ideas. At the same time, the foundation of the free exchange of
ideas is that everyone is open about where they obtained which information. Concretely,
this means you are expected to always make explicit when you’ve worked on something
as a team – and keep in mind that being part of a team always means sharing the work.

For text you write, you always have to provide explicit references for any ideas or passages
you reuse from somewhere else. Note that this includes text “found” on the web, where
you should cite the url of the web site in case no more official publication is available.
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Sessions

1. until 2.12: Overview (Detmar)

2. 7.12. Hands-On Discussion

3. 9.12. Exercise Generation (Tanja Heck, Leander Girrbach)

• to be read: (Perez & Cuadros 2017)

• (Heck 2021), Language Muse (Burstein et al. 2012, 2014; Burstein & Sabatini
2016; Madnani et al. 2016; Burstein et al. 2017)

4. 14.12. Vocabulary learning (Hoa Do, Detmar Meurers)

• (Santhi Ponnusamy & Meurers 2021)

• (Utiyama et al. 2005)

• (Dela Rosa & Eskenazi 2011; Brown et al. 2005; Pino & Eskenazi 2009; Heilman
et al. 2008)

• measuring (Yoon et al. 2012)

• (Knowles et al. 2016),“macaronic” texts (Renduchintala 2020)

• (Michelony 2011)

5. 16.12. NLP in established Language Learning Apps (Ann-Katharina Dick, Kristina
Koch)

• Duolingo, Rosetta Stone, Memrise, Babbel, . . .

6. 21.12. Input Enhancement and Enrichment (Anika Ott, Alexander Schwab)

• foundational research: (Schmidt 1995; Sharwood Smith 1993; Han et al. 2008)

• computational linguistic approaches: (Meurers et al. 2010; Chinkina & Meurers
2017; Ziegler et al. 2017), (De Hertog et al. 2017)

7. 23.12. Hands-On Discussion

8. 11.1. Systems teaching pronunciation, prosody (Declan O’Donnell, Valentin Pickard)

• overview: (Agarwal & Chakraborty 2019; Cucchiarini & Strik 2017)

• (Chen & Li 2016; Thomson 2011; Neri et al. 2002; Witt 2012)

• suprasegmental properties: (Bozorgian & Shamsi 2020)

• high variability training: (Thomson 2018)

9. 13.1. Spoke language systems (e.g., dialog systems) (Qin Gu) + Hands-On

• literature pointers: cf. above

10. 18.1. Readability/Linguistic Complexity Analysis (Mourhaf Kazzaz, Hao Lu, Leixin
Zhang)

11. 20.1. Systems teaching argumentation, coherent writing (Jan-Felix Klumpp, Maren
Reiber)

12. 25.1. Question generation for education (Mario Arcione, Benjamin Starzec)
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13. 27.1. Short answer scoring (Nino Meisinger) + Hands-On

14. 1.2. Grammatical Error Detection/Correction (Caner Coban) + Hands-On

15. 3.2. ITS macro adaptivity (Sebastian Breit) + Hands-On

16. 8.2. projects/term paper idea discussions

17. 10.2. projects/term paper idea discussions
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