
ISCL Hauptseminar (Summer semester 2022)

Analyzing Readability

Abstract:

In this seminar, we discuss the conceptual nature, linguistic modeling, and empirical
evidence related to readability and explore where the formalization and automatic analysis
offered by computational linguistics can support research and applications.

Instructor: Detmar Meurers

• Office: Room 1.28, SfS/Blochbau (Wilhelmstr. 19)

• Email: detmar.meurers@uni-tuebingen.de

• Office hours: Tuesdays 14–16 (please arrange slot by email beforehand)

Course meets: 4 SWS

• Tue 8:30 – 10:00 (SfS room 0.01)
(first session 26.4.22)

• Thu 8:30 – 10:00 (SfS room 0.02)

• in case of online sessions: https://zoom.us/j/96719107835

Credit Points:

• Core Computatonal Linguistics Hauptseminar 6 CP, with term paper 9 CP.

Syllabus (this file):

• html-Version (http://purl.org/dm/22/ss/hs)

• pdf-Version (http://purl.org/dm/22/ss/hs/syllabus.pdf)

Moodle page: https://moodle.zdv.uni-tuebingen.de/course/view.php?id=2409

Please enroll in this course by logging into this moodle course.

Nature of course and our expectations: This is a research-oriented, hands-on Haupt-
seminar, in which we jointly explore the topic and gain practical experience in conducting
analyses using CTAP. Everyone is expected to

1. regularly and actively participate in class, read the assigned papers and post a
meaningful question on Moodle to the “Discussion Forum” on each reading at the
latest on the day before the topic is discussed in class.

2. explore and present a topic (individually or as part of a group)

• thoroughly research the topic, mainly based on the mentioned reference

• prepare the presentation with slides, send them to the instructor by email to
discusss them by email a week before the presentation

• start a new Moodle thread on the “Discussion Forum” specifying what every
course participant should read to prepare for your presentation a week before
your presentation
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• present and discuss the topic in class

3. successfully complete small projects assigned during the semester and present the
results to the seminar,

4. if you pursue the 9 CP option, work out a project term paper

• in the week before the end of the semester, select a topic and submit a one-page
abstract (e.g., spelling out the analysis goal, data set, features and approach
to be used).

– Note for Computational Linguistics students: The term paper must be
produced in LaTeX using the ACL conference format or the Computational
Linguistics journal format; BibTeX must be used for the bibliography.

Academic conduct and misconduct: Research is driven by discussion and free
exchange of ideas, motivations, and perspectives. So you are encouraged to work in groups,
discuss, and exchange ideas. At the same time, the foundation of the free exchange of
ideas is that everyone is open about where they obtained which information. Concretely,
this means you are expected to always make explicit when you’ve worked on something
as a team – and keep in mind that being part of a team always means sharing the work.

For text you write, you always have to provide explicit references for any ideas or passages
you reuse from somewhere else. Note that this includes text “found” on the web, where
you should cite the url of the web site in case no more official publication is available.

Class etiquette: Please do not read or work on materials for other classes in our
seminar. All portable electronic devices such as cell phones and laptops should be switched
off for the entire length of the flight, oops, class.

Topics (first sketch: this will develop as the semester proceeds)

• Current overview:

– (Vajjala 2021)

• Traditional readability measures

– (DuBay 2004, 2006; François & Miltsakaki 2012)

• Neural approaches:

– (Martinc et al. 2021)

– (Azpiazu & Pera 2019; Madrazo Azpiazu & Pera 2020a,b)

– (Tseng et al. 2016; Liu et al. 2017)

– BERT (Imperial 2021)

– combination with linguistic features (Deutsch et al. 2020; Lee et al. 2021)

– combination of features for French as L2 (Yancey et al. 2021)
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– ranking (Lee & Vajjala 2022)

– comparison with rule-based (Chan et al. 2021)

• Various CL approaches:

– first statistical approach (Si & Callan 2001)

– (Heilman et al. 2007, 2008)

– (Petersen & Ostendorf 2006a, 2007, 2006b, 2009; Schwarm & Ostendorf 2005)

– (Pitler & Nenkova 2008; Pitler et al. 2010)

– CohMetrix (Crossley et al. 2007)

• different target audiences

– adults with intellectural disabilities (Feng et al. 2009)

• Psychological and Psycholinguistic Measures

– Dependency Locality Theory (Gibson 2000; Shain et al. 2016)

– Surprisal (Levy 2008; Boston et al. 2011; Levy & Gibson 2013)

– Propositional Idea Density (Brown et al. 2008)

– Cohesion/Coherence (McNamara et al. 2010)

– Reading corpora as evidence (Demberg & Keller 2008; Demberg & Sayeed 2011;
van Schijndel & Schuler 2016; Boston et al. 2008)

• Languages other than English:

– German

∗ DeLite (Vor der Brück et al. 2008a,b)

∗ readability (Hancke et al. 2012; Weiss & Meurers 2018)

– Bulgarian (Nikolova 2015)

– French (François & Fairon 2012)

– Greek (Georgatou 2016; Chatzipanagiotidis et al. 2021)

– Italian (Dell’Orletta et al. 2011)

– Russian (Reynolds 2016)

– Swedish (Pilán et al. 2015)

• Evaluation (Huenerfauth et al. 2009; van Oosten et al. 2010; Van Oosten et al. 2011)
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