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Abstract

There has been a considerable research effort to improve upon the Black-Scholes option pricing model.  However, various authors [see e.g. Lajbcygier (1999a)] find generalisations of Black-Scholes and other modern parametric option pricing models, use implausible, inconsistent, implied parameters, and do not out-perform simpler approaches.  Non-parametric and computational methods provide an alternative approach to option pricing.  These include data intensive model-free approaches, that are often generalisations of better known non-linear regression techniques.  This paper describes a robust method for determining prediction intervals for a broad class of such generalised non linear regression techniques.  The method is demonstrated by application to a standard synthetic example.  It is then applied to obtain prediction intervals for pricing options, using data from LIFFE for the 'ESX' European style FTSE 100 index options.  The method uses standard regression procedures to determine local error bars.  It is appropriate where errors have heteroskedastistic disturbances. 
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1
Introduction

The Black-Scholes formula represents the first successful tool for rational valuation of options.  It was the first option pricing model where all the parameters were measurable.  However, it and its extensions show systematic and substantial bias
.  To improve pricing performance, the Black-Scholes formula has been generalized to a class of models referred to here as modern parametric option pricing models.  The developers of these modern parametric option pricing models hoped to obtain well-specified models, consistent with the dynamics of the underlying assets, and which were straightforward to estimate and consistently outperformed rival specifications.  Arguably, their efforts were largely unsuccessful
. Even the most complex modern parametric models are outperformed by less general simpler models.  They often produce parameters inconsistent with the time series of the underlying asset, give inferior hedging performance, and display systematic pricing biases
.  To overcome these problems of modern parametric option-pricing, there has been increasing interest among researchers in non parametric techniques
 and in a new class of model-free methods designed to discover/induce a model from data.  These new methods are the result of research in the fields of databases, machine learning, pattern recognition, statistics, artificial intelligence, data visualisation, and high performance computing
. The general class of methods is variously referred to as 'learning networks', 'machine learning algorithms' or 'computational knowledge discovery techniques'.  A superficially disparate variety of these techniques exist, such as MLPs (multi layer perceptrons), RBF (radial basis function), and PPR (projection pursuit regression).  Various authors
 have shown that these techniques possess universal approximation properties and can approximate arbitrarily closely virtually any linear or non-linear function.  Moreover, studies
 demonstrate an underlying equivalence among a broad class of such techniques, including those mentioned.  Other techniques in this class include: decision trees, vector machines, k-nearest neighbour classifiers, and genetic algorithms.  Each method is of course better at approximating some functions than others.  What makes these techniques suitable for option pricing is that they effectively function as extremely flexible non-linear, non-parametric, multi-variate regression models.  

An essential characteristic of such methods is their independence of the assumptions of finance theory.  This can be viewed as a strength or a weakness.  It is a strength since it makes no assumptions on the dynamics of the underlying price process, rather it induces the structure of the problem from data.  From the perspective of finance theory this may be perceived as a weakness however, as there is no guarantee that the price predictions obtained using these methods will conform to the axioms of rational pricing.  This is one reason why these techniques have not won wider popularity in the finance domain.  However, this issue can be addressed by the use of domain knowledge in the choice of variables and transformations applied to the raw data, to arrive at a suitable data representation during the initial specification search.  Also, suitable constraints can be imposed on the model predictions.

There is a second reason why these methods have not been more widely popular in finance.  Techniques of statistical inference are well defined for the parametric regression methods traditionally employed in financial econometrics.  This is not the case however for many of the computational techniques.  As a result significance tests and confidence intervals can be difficult to interpret and obtain
.

In this paper we describe a theoretically well-founded, robust method for determining prediction intervals for one of the most popular types of learning network, the form of neural network known as a multi layer perceptron (MLP).  We show the method is  applicable to a broad class of similar techniques.  We test the method empirically using a standard synthetic data set, and compare it with a method specific to the MLP which is not generally applicable.  We then apply the method to option market data to assess its performance in a more realistic setting.

The paper is organised as follows.  In Section 2 we discuss our motivation for the specific choice of the MLP as the object of study.  Section 3 is an exposition of the theory underlying confidence and prediction interval estimation for neural nets. Section 4 reviews the literature on statistical confidence for neural nets.  Section 5 outlines the theory and deals with the empirical testing of our proposed method. Section 6 contains a summary, conclusions, and proposals for further research.

2 Motivation

Neural nets are a flexible computational knowledge discovery technique widely used to model high-dimensional real-valued non-linear data.  Hornik (1989) et al have shown that an MLP with one hidden layer can approximate arbitrarily closely virtually any linear or non-linear continuous function.  They also demonstrate
 that MLP's are twice differentiable so first and second order partial derivatives of the network with respect to its inputs are obtainable.  These characteristics suggest MLP's  are suitable for applications in option pricing, hedging, and the recovery of probability distributions from option market data.  This is supported by Galindo
 who presents evidence that MLP's out-perform other computational knowledge discovery techniques for option pricing.  

A number of researchers have applied neural nets to option pricing and report favourable results compared with modern parametric option pricing models
. Surprisingly, there has been little reported for the confidence factors associated with the modelling of option prices using neural nets.  Even more surprising is the absence from the literature of standard statistical hypothesis testing
, so comparisons between models are made on measures such as mean-squared-error and R2 which give only an incomplete picture of performance.  Amilon's technical report
 is an exception to this.  Typical neural net models contain many parameters (weights and biases).  The number of parameters normally exceeds the number of input variables so that many of the parameters are unidentified, hence they are often regarded as "black box" models.  This may explain the tendency among users to ignore the uncertainty inherent in predictions produced by the networks.  

However, like other regression methods, neural net prediction accuracy varies with data density and noise. In our studies of option pricing we observed that a particular model could be statistically acceptable for a set of data but that if the inputs were partitioned then some partitions failed the statistical tests. This led us to the conclusion that consideration of error estimates on a point by point basis to obtain a more complete picture of performance is essential.

3 Theory

3.1
Confidence & Prediction intervals for Regression

In this section, to define terms and develop notation we first review the theory relating to confidence and prediction intervals applied to regression. We then discuss how this theory applies to neural nets. 

Regression is the name given to the family of statistical techniques used to model the relationship between a response (or dependent) variable y, and a vector x of explanatory (or independent) variables, the regressors.  In the neural net literature the terminology targets for response variables, and inputs for the regressors, with the vector x termed the input vector is used.  The following discussion adopts this usage.

In regression it is assumed there is a relationship between the target y and the input vector x.  Equation (3.0) shows a possible form this may take.  
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The relationship has both stochastic and deterministic components.  Here ( ~ N(0,( 2) is white noise.  The stochastic component consists of the resulting random fluctuation of y about its mean (y(x).  The deterministic component is the function relating (y(x) and x.  Suppose that the true but unknown function relating (y(x) and x is given by 
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where ( is a set of parameters.  Regression attempts to model this relationship by estimating the parameter values from the data set.  To achieve this, the values of ( are adjusted under the assumption that f is the true function, giving
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where a hat denotes an estimated value.  The right hand side of equation (3.2) is termed a regression function. If 
[image: image6.wmf]ˆ

ˆ

()

y

;

m

x

b

 is estimated from a finite sample S, {(x1,y1), (x2,y2), …, (xn,yn) ( S}, sampling variation in S will result in variation in 
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 has a sampling distribution about (y(x0), where x0  is a particular value of x.  A 95% confidence interval for (y(x0) is an interval [(L(S, x0), (U(S, x0)] such that (y(x0) ( [(L(S, x0), (U(S, x0)]  in 95% of cases. A 95% prediction interval is an interval [(L(S, x0), (U(S, x0)] such that there is a 95% probability that the unknown value y0 associated with x0 will occur within the interval.

As an example consider the univariate ordinary least squares (OLS) regression of y on x for a sample S, {(x1,y1), (x2,y2), …, (xn,yn) ( S}.  The 95% confidence interval for (y(x0) is given by
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and the 95% prediction interval by
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where sy is the standard deviation of the y values and 
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 is the mean of the x values.  In equations (3.3) and (3.4), sy is given by
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where 
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are the residuals.  This follows from the classical assumptions for OLS under which Var(yi) = Var((i) = ( 2.  An unbiased estimate of ( and hence of the standard deviation of the yi is given by equation (3.5).      

Equations (3.3) and (3.4) can be generalised to the multivariate case for OLS regression to obtain a (1-()100% confidence interval for (y(x0).  In matrix notation this is
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and a (1-()100% prediction interval is
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In equations (3.6) and (3.7) x0 is a kx1 column vector of inputs and X is a nxk matrix, containing first a column of ones, and then the kx1 sample values of each of the n row vectors 
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 is the mean squared residual (MSR).  It is an unbiased estimate of ( 2 and hence of the variance of the yi.  For equations (3.6) and (3.7), 
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In equation (3.8), X is as previously defined, Y is a n x1 vector of target values, and 
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is a k x1 vector of estimated parameters given by 
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.  If the x values in equations (3.3) to (3.8) are continuously valued over the interval               [x1, x2], x2 > x1 a continuous confidence band and prediction band are obtained.  From equation (3.1),
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 is the true but unknown function relating (y(x) and x (the true regression).  Equation (3.2) 
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is an estimate of this regression.  It follows that the confidence intervals (3.3) and (3.6) are for the true regression functions.  The prediction intervals (3.4) and (3.7) are for  predicted values associated with a new unseen input.  The relationship between confidence intervals and prediction intervals can be understood by considering the following equation.
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Prediction intervals are concerned with the left hand side of this equation, the difference between the target value and its predicted value produced by the estimated regression function. The left hand term decomposes into the two right hand terms.  Confidence intervals are concerned with the first of these, the difference between the true and estimated regression functions.  This difference is the parameter difference 
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.  The remaining term on the right hand side is the (sample dependent) random noise term.  Neither the noise or the true parameters ( can be directly observed.  However, the variance of the noise can be estimated as
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3.2
Estimating Confidence & Prediction Intervals for Neural Nets

The theory presented in the previous section can be applied where the right hand side of equation (3.2), the regression function, is a neural net.  Existing methods are reviewed in this section.  The discussion is confined to the case of a MLP with one hidden layer and an output layer with a single node.  In this case, from equation (3.2),
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In equation (3.10), the MLP consists of one layer of K input nodes x1, …, xK, a layer of l output nodes, with l = 1 in this instance, and H hidden layer nodes.  The functions 
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 and 
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 are termed activation functions.  For the hidden layer, 
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 is usually a sigmoid function such as the logistic function or the hyperbolic tangent function.  For a continuously valued target variable, the output function 
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 is usually linear and may be the identity.  The w are referred to as the weights and the ( are constant intercept  terms known as the biases.  The set of estimated weights and biases is denoted by  {
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The network is fitted ('trained' in the neural net literature) by estimating 
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 to minimise a cost function.  This is done by employing a search algorithm such as gradient descent, conjugate gradient, or quasi-Newton
.  These methods require initialisation of the vector 
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 with a set of small random values.  The vector 
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 that minimises the cost function is then iteratively estimated. Because the vector 
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 is typically large, search methods involving computation of the Hessian matrix of second order partial derivatives of the cost function with respect to each of the elements of 
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 are computationally intensive.  An iterative search is necessary as in neural nets the error surface is non-convex and may have many local minima.  This is because unlike conventional NLLS regression, the non linearity involved is not parametrically defined a priori, and can thus assume any form.  In common with other non parametric methods, neural nets can over-fit data.  To prevent over-fitting, training is terminated when the error function is minimised on a validation data set (early stopping).  Alternatively, some form of regularisation (weighting) can be used. 

When the cost function used for (3.10) is the sum of squared errors, the activation functions are not all linear (the usual case), and early stopping is used to prevent over fitting, then the optimisation is effectively a non-linear least squares regression.  The theory for estimating standard errors for non-linear regression is thus directly applicable.  Hwang & Ding (1997)
 show this theory can be extended to MLPs to obtain asymptotically correct standard errors.  The computation of standard errors for MLPs using the Delta Method
 and Sandwich Method
 for non-linear regression is detailed in Appendix A.  Alternative bootstrap and Bayesian approaches are detailed in Appendix B.  

In the next section we review the literature on the performance of these methods.  Recent research aimed at obtaining improved estimates of standard errors, confidence, and prediction intervals for neural nets is also reviewed. 

4 Literature Review

Tibshirani (1996)
 has performed tests of seven different standard error estimates for MLPs with single hidden layers and a linear output layer.  These were obtained using three variants of the delta method, two variants of the sandwich estimator, and the bootstrap pairs and bootstrap residuals methods.  The delta method variants used are the standard, a method using the inverse Hessian matrix, a method using an approximation to the Hessian matrix omitting second order terms, and the delta method with a regularisation term.  The sandwich method variants are the standard sandwich method and a variant using an approximate Hessian matrix.  

The data set used for these tests consisted of 111 observations on air pollution. For the bootstrap methods, B = 20 bootstrap replicates were used.  In these tests, it was found that the bootstrap methods provided the most accurate estimates of standard errors.  The delta methods and sandwich estimators missed the substantial variability due to random starting weights.  Tibshirani suggests these latter estimators may perform better where there is less sensitivity to the choice of starting weights (initilization parameters), for example with larger data sets where gradient descent is used.  

This conjecture is consistent with earlier findings by LeBaron & Weigend (1994)
 who used a training set of 3200 observations on market trading volume at the New York Stock Exchange.  This data is relatively noisy, with predictions explaining approximately 0.5 of the variance.  They created 2523 bootstrap replicates for both an MLP and a linear model.  In order to obtain out-of-sample distributions of the error measure used (1-R2), 2523 bootstrap replicates were also generated on the test set of 1500 observations.  For the MLP, 697 networks were also trained on a single sample and initialisation parameters were randomly drawn for each one.  It was found that the randomness due to the splitting of the data generated more variability than the randomness due to network initialisation.  Indeed no significant correlation was found between the choice of initialisation parameters and network performance.  Moreover, the error distributions obtained from the bootstrap procedure on the test set are almost identical for both the linear and MLP models.  This suggests that for this data, the MLP is unable to extract non-linear features that generalise out-of-sample from the training set.

In tests using synthetic data with an input-dependant noise variance, Bishop & Qazaz (1995)
 demonstrate the Bayesian approach can give an improved estimate of noise variance compared with maximum likelihood based approaches.  However, it is arguable whether the improvement justifies the extra computational cost involved
. 
Heskes (1997)
 proposes a method based on bootstrap pairs for obtaining prediction intervals for a pair {(x0, y0) ( 
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obtained from the validation sets used for training the B networks used in the bootstrap ensemble (B.2).  Alternatively, these may be obtained by applying (B.2) to an independent test set.  In equation (4.1), 
[image: image43.wmf](

)

(

)

2

2

,

ˆ

()

BootvyBoot

ey

m

=-

v

XX

, the residuals from (B.2) when applied to the validation sets.  The cost function used for training the auxiliary network is the negative log likelihood function, hence the use of the Max((,0) function in (4.1).  The resulting bootstrap prediction interval is 
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The prediction interval (4.2) offers the advantage that it allows for the uncertainty of the regression function as well as that of the noise.  Also, it does not rely on the assumption that the network is an unbiased estimator of the conditional mean of the target value (i.e. that the error due to bias is negligible compared with the error due to variance).

Nix & Weigand (1995)
 have proposed a novel method of computing prediction intervals for neural nets.  The method uses a NN with two output nodes, one for 
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, the predicted value, and a second for 
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, the variance of the predicted value.  The network has a non-standard structure, with a second hidden layer for 
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 receiving inputs from both the hidden layer for 
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 and from the input layer.  A negative log likelihood cost function is used, modified by inclusion of the input-dependent variance term 
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is assumed constant and drops out after differentiation. A linear transfer function is specified for the 
[image: image51.wmf]ˆ

ˆ

()

y

;

m

x

W

 output unit. To ensure only positive outputs, an exponential transfer function is specified for the 
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 output unit.  A hyperbolic tangent transfer function is used for the hidden layer units.   Using these transfer functions, differentiating the cost function with respect to the network weights gives weight update equations containing terms 
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 which act as a form of weighted regression.  The result is an improved fit in low noise regions of the input space.  The output obtained from this network for 
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 is equivalent to training separate networks and using the squared residuals from 
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as targets.

The Nix-Weigend network requires a three phase training process.  In Phase I the network is trained on a training set A for the output 
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.  This is equivalent to normal network training using a sum of squares cost function with early stopping to prevent over fitting.  In Phase II, the weights trained in Phase I are frozen and the second hidden layer for 
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 added.   The squared residuals from Phase I are used as targets for the second output node 
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.  The network is now trained for the output 
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using the validation set B from Phase I as the training set, with set A as the validation set.  In Phase III (weighted regression), the available data are re-split into a new training set A' and validation set B'.  All network weights are unfrozen, and the network is re-trained for both output nodes on training set A', using B' as the validation set.  Training is now considered complete.

The Nix-Weigend method has the advantage that it provides prediction intervals without bootstrap resampling or inversion of the Hessian matrix.  In addition, by using a form of weighted regression, it gives improved performance in low noise regions of the input space. However, weighted regression introduces local minima in the error surface, complicating learning. Moreover, since the method requires use of a special non-standard architecture, and other features specific to neural networks, it is not a generally applicable method.  In tests of the Nix-Weigend method using both synthetic data with added non-uniform Gaussian noise, and real-world data with uniform non-Gaussian noise, it produces improved prediction intervals compared with the use of a separate network to estimate the variance as proposed by Satchwell (1994)
 or used by Heskes (1997).

5 Robust Practical Prediction Intervals

5.1 Background & Theory

Existing methods for computing standard errors, confidence, and prediction intervals for neural nets are of two types.  First, the delta method, sandwich method, and their variants, which use the Hessian matrix of second order partial derivatives of the cost function with respect to the weights and biases.  Second, methods using bootstrap resampling.   Empirical tests suggest that methods of the first type do not perform as well as methods of the second type, at least for small samples.  Moreover, it is not always possible to use the delta and sandwich methods.  Where there is over-fitting the required matrix inversions may fail, making the necessary computations impossible.  Methods based on bootstrap resampling are reported to give more accurate estimates by Tibshirani (1996).  While the bootstrap can provide confidence intervals for the true regression function, on its own it cannot provide prediction intervals for an unseen target variable.  Heskes (1997) has sought to overcome this limitation by proposing a method which uses a separate neural network to model the noise, in conjunction with bootstrap resampling. However, the naïve bootstrap does not provide heteroskedasticity consistent standard errors
.  For these the use of a more complex wild bootstrap is required.  The method proposed by Nix & Weigand (1995) does not have any of these limitations, and can provide standard errors, confidence intervals, and prediction intervals for network estimates. Unfortunately, it is specific to one technique, the MLP, and is not generally applicable.

We now describe a method for obtaining standard errors, confidence, and prediction intervals which is applicable not only to MLP's, but to any non linear regression method of comparable generality.  The method is robust to heteroskedasticity and practical to implement. It calculates the prediction interval directly and avoids the bootstrapping that is a practical necessity in obtaining the confidence intervals for the true regression.  

Our model has two outputs; one output is the target variable and the other is the squared error.  It differs from the Nix & Weigend (1995) model because a) It deploys a standard NN architecture and b) It uses a sum of squares cost function and does not assume a Gaussian noise distribution c) It uses independent training and validation sets, rather than interchanging validation sets.  We follow Heskes (1997) who suggests that it is desirable that the training set for fitting the squared errors is independent of the set used for training and validating the model for the target variable.  The reason is, since training is stopped on the training set when the sum of squared errors is minimised on the validation set, the two are associated and thus not truly independent.  Before discussing details of the model implementation and it's empirical performance, we outline the theoretical foundations.

The object in training (fitting) a MLP is not to memorise features specific to the training set, but to model the underlying data generating process so that when presented with a new input vector x, the trained network gives the best possible estimate of the target value. The most comprehensive description of the data generating process is a statistical one, in terms of the joint probability density P(x,d) of the input vector x and the target vector d.  This density can be expressed as the product of the conditional distribution P(d | x) of the target  vector d conditioned on the input vector x, and the unconditional distribution P(x) of the input vector

P(x,d) = P(d | x)P(x)                                                   (5.1)

where                                      
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An MLP trained by minimising a sum-of-squares error defined over a training set, approximates the means of the elements of a target vector d conditioned on a corresponding input vector x.  The optimisation results in estimation of a vector 
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 of weights and biases that minimises the cost function.  The function to be minimised takes the form
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In equation (5.3) dij is the jth element of the ith target vector. 
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is the corresponding network estimate.  Asymptotically, as the size n of the data set tends to infinity and assuming the function 
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 has sufficient flexibility (i.e. degrees of freedom), bias and variance tend to zero yielding the optimum least squares solution.  In the limit the summation over n in (5.3) becomes an integral over the joint probability density
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where 1/n in (5.4) is a convergence factor.  The cost function can be minimised using functional differentiation with respect to 
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and setting the derivative to zero.
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Substituting (5.5) into (5.6) and using (5.1) yields the following solution for the minimising function
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Thus the output of the network function corresponds to the conditional means of the elements of the target vector d, conditioned on the input vector x.  The result (5.7) depends only on the generality of the non linear mapping represented by the network function.  It does not specifically require use of a MLP and thus extends to any comparable non-linear mapping of sufficient generality.

The (global) conditional variance corresponding to the conditional mean (5.7) is given by
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where X is the matrix of input data, 
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 is the squared residuals for 
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(xi) at the minimum of the cost function, and k is the applicable degrees of freedom.  Given these statistics the conditional distribution of the target P(dj | xi) is characterised by a two parameter distribution with a mean given by 
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  and a (global) variance given by 
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.  The use of a least squares cost function does not require the assumption that this distribution is Gaussian.  If the conditional distribution of the target data is assumed to be Gaussian however, the result (5.7) can be derived using maximum likelihood
.  Under the Gaussian assumption P(dj | x) can be written as
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where 
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 is a global variance parameter which can be estimated by (5.8).  This is easily extended to give a more general distributional assumption allowing estimation of a separate variance parameter for each target dj conditioned on the corresponding input vector x 
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Maximising the likelihood is equivalent to minimising the negative log likelihood.  Forming the negative log likelihood of (5.10) and omitting constants gives
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Taking the limit as before gives the integral form


[image: image79.wmf]2

2

1

ˆ

[f()]

 ()(|)()  

2()

m

jj

LL

jjj

j

j

d

CLnPdPddd

s

s

-

=

æö

-

=+

ç÷

ç÷

èø

å

òò

x,

xxxx

x

W

            (5.12)

The function 
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 is modelled by adding additional output nodes to the MLP trained to fit the squared residuals of dj(xi).  Functional differentiation is again used to minimise the errors for the network outputs for the mean and variance functions.  For the mean
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Rearranging and simplifying (5.13) gives the standard result of equation (5.7).  For the variance, (5.12) is minimised with respect to the function
[image: image82.wmf]()

j

s

x

giving


[image: image83.wmf]2

23

ˆ

[f()]

1

0()(|) 

()()()

LL

jj

jj

jjj

d

C

PPddd

d

dsss

-

æö

-

==-

ç÷

ç÷

èø

ò

x,

xx

xxx

W

              (5.14)

Using (5.7) again and solving for
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This approach is based on maximum likelihood and gives a biased estimate of the variance, because it makes use of an estimated mean rather than the (unknown) true mean. The relationship between the true variance and its estimate obtained under maximum likelihood is given by
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where k is the appropriate degrees of freedom.  Thus, we have shown that a MLP with two output nodes, one trained to fit a target value, and the other trained to fit squared residuals of the target, can produce an estimate of the mean and variance of the conditional distribution of the target in the maximum likelihood framework.  The maximum liklihood derivation shown requires the assumption that the conditional distribution of the target data is Gaussian.  We do not make this assumption for our proposed method.  However,  the maximum likelihood and least squares estimators are equivalent where a least squares cost function is used.  Moreover, the result (5.7) which is central to our method relies only on the use of a least squares cost function.
5.2 Empirical Tests 

Practical application of the proposed technique requires the use of a special training algorithm as follows;


1)
Phase I:

Randomly split the training data into two data sets, Set A and Set B.  Using Set A, train a NN model on the target variable d(x).  Run the trained NN model on Set B, to obtain a set of squared residuals.  By using squared residuals on a test set (Set B) as the second target for Phase II, over fitting and consequent underestimation of the standard error is avoided.


2)
Phase II:

Using Set B for training, train a second NN with two output nodes.  The target for the first output node is the variable d(x); the target for the second output node is the squared residuals obtained in Phase I from set B using the model trained on Set A.  


3)
Phase III (optional):

Using Set A for training, train a further NN with two output nodes.  The target for the first output node is the variable d(x); the target for the second output node is squared residuals for the estimate d*(x) obtained in Phase II using the model trained on Set B.  Training is now complete.

Set A is itself randomly split into a training and a validation portion; as is Set B. Testing of each Phase is performed on an independent test set, Set C. 

5.2.1 Synthetic Example  

Nix & Weigend (1995) defined a univariate synthetic example to demonstrate the effectiveness of their model. For comparison purposes our proposed training algorithm and network is applied to the same univariate synthetic example, called Example #1 in their paper and here.  This example uses a one-dimensional data set where y(x) the true regression, and 
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, the variance of the noise, are known.  The true regression y(x), is given by the equation 
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, where x is a uniformly distributed random number from the interval [0, (/2].  Heskes (1997) used similar trigonometric functions for the true regression and the noise variance. The noise n(x) consists of numbers from the normal distribution 
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.  The target value for training is d(x) = y(x) + n(x).  

We then adopted the following procedure. We used the same number of hidden nodes as Nix and Weigend for regression and for noise variance. For Phase I, a network with a single input node, 10 hidden layer nodes and a single output node is used.  Phases II and III use a network with a single input node, 20 hidden layer nodes and 2 output nodes, one for d(x)  = y(x) + n(x) and one for 
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.  Fig. 1 shows a plot of the data points, the true regression y(x), and the approximate prediction band obtained on a test set, for our Phase III model. The effect of Phase III was to reduce the distance between predictions and the true values, measured on the y axis. 
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Fig. 1
Prediction Bands for Example#1
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In Fig. 1 y(x) is the true regression, d(x) are the target data points, d*(x) is the estimate of the true regression, L and U are the true upper and lower prediction intervals and L* and U* are the estimated prediction intervals obtained using the network estimate *2(x) for the noise variance.

Table I shows the results of statistical tests for the performance of the proposed network in predicting the true regression, the true noise variance function, and the target data points d(x) and actual squared errors for Example #1; d*(x) is the estimate of the target.  The results show that the network produces unbiased estimates of the mean and the variance of both the true regression function y(x), and the noise variance function 
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The approximate upper and lower prediction intervals calculated from the estimated noise variance function are also unbiased estimates of the true upper and lower prediction intervals.  For comparison of the proposed network performance with that of the Nix-Weigend network we have computed, and show in Table II, the statistics used by Nix & Weigend (1995).

Table II
Results for Example#1: Methods Compared
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In Table II ENMS is the mean squared error normalised by the (global) variance of the target d. Our Mean Cost is the mean of the cost function (d-d*)2.  Row 4 gives these figures for [(d-y(x))2 = n(x)2] and represents the best performance attainable.  Row 5 gives the correlations between the absolute errors and the network estimate for the standard deviation of the errors.  Row 6 gives the correlations between the absolute errors and the true noise standard deviation.  Row 7 gives the percentage of absolute errors that are less than 1 and 2 times the corresponding network estimate for the standard deviation of the error. Row 8 gives the percentage of absolute errors that are less than 1 and 2 times the corresponding true noise standard deviation. Row 9, which is included for comparison purposes, gives the percentage of observations that are less than 1 and 2 standard deviations in a Gaussian distribution.

Table II shows that compared to the Nix-Weigend network there is little improvement in the fit to the target d between our Phases II and III.  However the Phase III fit (row 3) for the proposed network is close to the best attainable, deviating only by 0.6%.  The Nix-Weigend network on the other hand does not approach the best attainable figure quite so closely, deviating by 1.4%.  The proposed network figures for correlation of the actual absolute errors with the network prediction and the true values (rows 5 and 6), is slightly better than the corresponding figures for the Nix-Weigend network, even in Phase II.  The distributions of errors reported in rows 7 and 8 differ only slightly from those for the Nix-Weigend method.  

Overall, on the basis of the results in Table II the proposed network performs comparably with a Nix-Weigend network and actually outperforms it slightly on the errors and correlations. The results in Table II however, are not based on formal statistical tests.  For this reason we prefer to rely on the results presented in Table 1.  The results of F and t tests presented in Table I show that the proposed network can provide unbiased estimates of an underlying true regression function, an associated noise variance function, and also the actual target and squared errors in the univariate case.

5.2.2 Synthetic Option Price Example

The option market data were from LIFFE.  They consist of daily closing prices for the FTSE-100 index call option for all trading dates from 13 March 1992 to 1 April 1997.  The data set contains 119,413 records. The data were cleaned to exclude options with invalid or missing parameters.  Only options which had actually been traded, as indicated by positive values of bid, offer, spread, trading volume, and open interest were used.  Only options with moneyness (S/X) between 0.8 and 1.4 were included.  Options with at-the-money implied volatilities (as tabulated by LIFFE) greater than 40% were excluded.  The cleaned data set comprised 14,254 records.  This data set was randomly split into a training set and a test set.  The resulting training sets contained 7,083 records with 3629 in Set A and 3454 in Set B. 50% of these were randomly sampled and  used for validation. The test set contained 7,171 records.  
In this section the proposed network is applied in the more realistic multivariate setting of option pricing.  Our approach was tested using synthetic option prices and synthetic noise, labelled Example#2.  For this purpose we follow Hutchinson et al 
 and omit the volatility and risk-free interest rate from the standard Black-Scholes inputs.  The synthetic option prices were created using a trained neural net option pricing model as the underlying known regression function.  The neural net was trained using observed market prices as the target and the variables moneyness, (m = S/X), and time to maturity, t, as inputs; S represents the price of the asset in index points and X is the strike price for the option.  Analysis of squared residual errors for neural net option pricing models indicated that 
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was a suitable choice for approximating the underlying residuals to give a known noise variance function; it is important to emphasize that this function has no significance other than as a residual model.  Using this function, a closely similar shaped distribution, as indicated by variance, standard deviation, skewness, and kurtosis, is obtained for the absolute values of the synthetic noise generated, and for those of real residual errors for neural net option pricing models.  Moreover, t-tests indicate that the obtained target d(t,m) is not significantly different from observed market prices. Artificial noise from the normal distribution N was drawn as N(0,2(t,m)) and added to the outputs of the trained NN to generate a synthetic target option price d(t,m).  As in Example#1 the aim is to determine whether the method can successfully recover an underlying known regression function and noise variance function.  The results for Example#2 are presented in Table III.

Table III: Results for Example#2: Synthetic Option Prices + Noise
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In Table III ENMS is the mean squared error normalised by the (global) variance of the target d. Our Mean Cost is the mean of  cost function (d-d*)2.  Row 4 gives these figures for [(d-y(x))2 = n(x)2] and represents the best performance attainable.  Row 5 gives the correlations between the absolute errors and the network estimate for the standard deviation of the errors.  Row 6 gives the correlations between the absolute errors and the true noise standard deviation.  Row 7 gives the percentage of absolute errors that are less than 1 and 2 times the corresponding network estimate for the standard deviation of the error.  Row 8 gives the percentage of absolute errors that are less than 1 and 2 times the corresponding true noise standard deviation. Rows 9 and 10 report these results for PhaseIII.  Row 11, which is included for comparison purposes, gives the percentage of observations that are less than 1 and 2 standard deviations in a Gaussian distribution.  Here (x) represents the two input variables (t,m)

In Table III The Phase III fit for the target d(t,m), (Row 3) is only 0.001 (1.7%) more than the lowest attainable value (Row 4).  The Phase II fit (Row 2), is not quite as good but is still only 0.004 (7%)  more than the lowest attainable value. Although the difference is not statistically significant at the 95% level as shown by the t-tests, the Phase II fit to ENMS is slightly poorer than the Phase I fit (Row 1).  This is because, in contrast to Nix & Weigend (1995), our Phase II involves training a new model constrained to fit both the target d(t,m) and the squared residuals from Phase I.  Like Nix & Weigend (1995) we use 10 hidden layer nodes per output node, but in our method these are in a single hidden layer of 20 nodes with full connectivity to all input and output nodes.  Pruning runs, not reported here, indicate fewer nodes can achieve the relevant accuracy.  As in Example#1 the correlation of the absolute errors with the estimated absolute errors and with the true noise standard deviation (Rows 5 and 6) improves slightly from Phase II to Phase III.  The correlation results in Table III are of a similar order to those for Example#1 in Table II.  Row 7 and Row 9 distribution results show the dispersion of the actually occurring absolute errors is greater than the estimated and true noise standard deviation results given in Row 8 and Row 10 indicate.  The decreased correlation of absolute values of residual errors with the known noise standard deviation (Row 6) suggests that Phase III training should be omitted in the more realistic multivariate setting for this data. 

This conclusion is supported by Table IV which gives the results of hypothesis tests for Example#2.  They show that the (proposed network) estimate for the mean of the target d(x) is unbiased for all three training phases.  The Phase II estimate of the mean of the known noise variance function and the actual squared errors is unbiased as indicated by the hypothesis test results.  However Phase III estimates of both are biased, unlike the Example#1 results.  The F statistics indicate there is no difference between the estimated and actual variance of the known noise variance function for both PhaseII and PhaseIII.

The Table III & IV results for PhaseII training in Example#2 show the proposed network produces an unbiased estimate of the input dependent noise variance function 2(t,m), which is a smooth function of time to maturity t, and moneyness m.   Moreover, this is an unbiased estimate of the actually occurring squared errors for the estimate of the target.  These results suggest that given a set of unseen input variables for which there is no corresponding targets, the proposed network is capable of producing an unbiased estimate of a target d(t,m), and a corresponding (unknown) noise variance function.  The unbiased estimate of both the mean of the target and the true noise variance function suggest that prediction intervals upon them will be a good estimate of the 95% prediction intervals.

Table IV Performance of Proposed Network (Example#2)
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Table IV shows the proposed network produces an unbiased estimate, y*(d), of the mean of the target d in all three training phases.  The estimated variance 2(d) is also an unbiased estimate of both the true noise variance and actual squared error for PhaseII; the corresponding Phase III estimates are biased.

5.2.3 Actual Option Price Example

Example#3 uses the same data set as Example#2.  However, actual observed prices of options are now used in place of the synthetic prices created for Example#2.  There is no underlying true noise variance function for Example#3. Hence, the estimated noise variance can only be compared with the actual squared errors for the fit to the target variable, which in this case is the actual observed option prices corresponding to the input variables t, and m.

Figure: 2
Option Prices with Prediction Intervals 
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Figure 2:  Prices of FT-SE100 Call Options trading on the 3rd March 1995 for June 1995 expiration.  Options become cheaper for strike prices increasingly greater than the current price S0 of the underlying asset (i.e. “out-of-the-money”).  Prices also fall as maturity approaches. Here the crosses are the observed option prices.  The red line represents the proposed network estimate of the prices.  The blue dashed lines are the estimated upper and lower prediction intervals. The green dashed lines are corresponding intervals calculated using the actually occurring residual errors.

Table V Performance of Proposed Network (Example#3)
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Table V shows the proposed network produces an unbiased estimate, y*(d), of the mean of the target O in all three training phases.  The estimated variance 2(O) is also an unbiased estimate of the actual squared error for PhaseII; the corresponding Phase III estimate is biased.

Table V reports the results for Example#3.  The pattern for Example#2 is repeated. the (proposed network) estimate for the mean of the target O(x) is unbiased for all three training phases.  The Phase II estimate of the mean of the noise variance function is an unbiased estimate of the actual squared errors as indicated by the t-test results.  However the Phase III estimate is biased, like the Example#2 results.  The F statistics indicates significant differences between the variance of the actual squared errors and the estimated noise variance in both PhaseII and PhaseIII, unlike Example#2.  The R-squared and adjusted R-Squared figures for the estimated noise variance when compared to the actual squared errors are better than the corresponding PhaseII results.  These results show that the proposed network can produce unbiased estimates of both the mean and variance of the target values, where those targets are actual observed option prices corresponding to unseen input variables. The unbiased estimate of both the mean of the target and actually occurring squared errors suggest a good estimate of the 95% prediction intervals will result in this case also.

6 Conclusions

In this paper, we demonstrate a method for computing standard errors, confidence intervals, and prediction intervals, using the form of neural net termed a multi layer perceptron (MLP).  We show that the method is applicable to any generalised non linear regression technique  of sufficient generality.  The method rests on the classical framework for least squares regression and maximum likelihood estimation. 

The method has been applied successfully to a standard synthetic set of data and gave statistically acceptable results.  It performed comparably with a similar though less general method proposed by Nix & Weigend (1995). A synthetic option pricing test was constructed and the true noise variance function recovered.  In a test with actual option prices an unbiased estimate of the actual squared errors for the fitted option prices was obtained. The theory presented and the results of the tests suggest that the method is appropriate for determining prediction intervals for target data with heteroskedastistic errors.

Directions for future research include application of the technique to the recovery of risk neutral densities from option prices, where it may be useful in avoiding the limitations of bootstrap and Monte Carlo methods for computing statistical intervals
.  The technique also has applications in recovering the time dependent conditional densities of asset price series, and in volatility modelling.  Possible extensions of the technique include the addition of extra output nodes to model higher moments, and thus recover a more complete description of the error distribution. 
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Appendix A

A.1
The Delta Method

Consider a sample S, {(x1,y1), (x2,y2), …, (xn,yn) ( S} where y represents scalar targets and x a vector of k inputs.  Suppose the true relationship between the targets y and the input vectors x takes the form:


[image: image101.wmf]()   (=1,...,)

ii

yf;in

e

=+

i

x

b

                                    (A.1)

The data is modelled by the regression equation (3.2) where the right hand side of (3.2) is a MLP.  Thus the vector of parameters ( is replaced by the set of weights and biases (, and
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If n is large enough so that 
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, a local linear approximation of the network about x0 = x, where x0 is a particular value of x, can be obtained and the procedure for multivariate linear regression applied.  From a first-order Taylor series,
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where 
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Substituting this approximation into the least-squares cost function gives the following expression for the sum of squared residuals
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Rewriting (A.4) in matrix notation gives
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where G is an n ( k  matrix whose ith  row is the vector 
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and e is an n ( 1 vector of errors.  Setting the derivatives of (A.5) with respect to 
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 equal to zero and solving the resulting equations to minimise the SSR gives
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Different samples will generate different weight vectors according to (A.6).  The variance-covariance matrix of the weights is (the derivation is not given here)
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where 
[image: image114.wmf]1
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is the outer product approximation to the Hessian matrix of second order partial derivatives of the cost function (A.5) with respect to each of the elements of the weight matrix 
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.  From (A.3) and (A.7) the standard error of the regression function can now be defined as
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Using equation (A.8), a (1-()100% confidence interval for (y(x0) is given by
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and a (1-()100% prediction interval is
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Equations (A.9) and (A.10) have the same form as equations (3.6) and (3.7) given above, with vector g substituted for x and matrix G substituted for X.  The 
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 term is SSR/(n-k-1), the MSR obtained using (A.5) in the numerator.  Note that k here is the number of effective weights and biases.

If regularisation as described by Bishop (1995) rather than early stopping is used to prevent over fitting, the standard error given in equation (A.8) must be replaced by
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where the cost function to be minimised is
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and the ( term in (A.12) is a penalty term used to induce weight decay.  The wi are the weights from equation (3.10).

The value of k, the degrees of freedom to use in equations (A.9) and (A.10) is somewhat problematic.  When neural net training is stopped before convergence, by regularisation or early stopping, some weights and biases may be ineffective.  One solution is to use the upper bound k = q ( H + 1 + H, where q is the number of input nodes, and H the number of hidden layer nodes.  Alternatively, sensitivity analysis can be used to identify inputs that do not influence the predicted targets, and the weights and biases associated with these inputs deducted from the upper bound figure.  However, for large data sets (e.g. 7000 + observations), use of the upper bound where k ( 50 should have minimal effect on estimation accuracy.

A.2
The Sandwich Method
An important assumption underlying the OLS and delta method estimators of standard error concerns the variance of the noise ( associated with the true regression.  This is assumed ( ~ N(0,( 2) with constant variance (2.  The presence of heteroskedasticity will result in estimated standard errors that are biased.  The sandwich estimator
 provides a method of dealing with this problem.  The sandwich estimator is obtained by replacing the variance-covariance matrix of weights given by equation (A.7) with   
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Substituting (A.13) into (A.8) in place of (A.7) gives
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Equation (A.13) yields asymptotically consistent variance-covariance matrix estimates without making distributional assumptions, even if the assumed model underlying the parameter estimates is incorrect.  Because of these desirable properties, the sandwich estimator is also termed the robust covariance matrix estimator or the empirical covariance estimator.

Appendix B

B.1
Bootstrap Pairs method

Resampling methods provide an alternative to the delta method for calculating standard errors and statistical intervals for neural nets.  The bootstrap method
  is a computer-based technique based on resampling that can provide confidence intervals for any population parameter estimate.  In the context of regression, two forms of bootstrap are possible.  The first of these is the bootstrap pairs method.

Consider a sample S, {(x1, y1), (x2, y2), …, (xn, yn) ( S}, where y represents scalar targets and x a vector of k inputs.  A bootstrap sample is a sample 
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, consisting of n pairs of (xi, yi) drawn randomly (with replacement) from S.  This means that some (xi, yi)  may appear more than once in 
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while others may not appear at all.  The bootstrap estimate of the standard error of the true regression function, which is a function of the set of inputs X, is given by
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In equation (B.1), 
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 is the neural net trained on the bth bootstrap sample 
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, where there are a total of B bootstrap samples, with typical values 20 < B < 200.  The bootstrap estimate of the mean of the target values 
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, termed a bagged estimate in the neural net literature, is given by the mean of the ensemble of B networks:
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In equations (B.1) and (B.2), X is an n ( 1 vector of the xi, that is, an n(k matrix of x values.  Using equation (B.1), a (1-()100% bootstrap confidence interval for (y(X) is given by
:
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B.2
Bootstrap Residuals Method

In the bootstrap residuals method the residuals from a neural net 
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 trained on a sample S, defined as before, are resampled rather than the training sample itself.

Suppose E, {e1, e2, …, en) ( E} is a set of residuals from 
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 trained on sample S.  A bootstrap residuals sample is a sample 
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 consisting of n samples ei drawn randomly (with replacement) from E.  The bootstrap residual estimate of the standard error of the true regression function is given by
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In equation (B.4), 
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 is the NN trained on the bth bootstrap residual sample 
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, where there are a total of B bootstrap residual samples, with typical values 20 < B < 200.  The target for 
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).  The bootstrap residual estimate of the mean of the target values, 
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Using equation (B.4), a (1-()100% bootstrap confidence interval for (y(X) is
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The bootstrap residuals method has the advantage that the same sample S is the source of the inputs X for all B networks that must be trained.  This may be an advantage in some experimental situations.  On the other hand, it is model specific and not as robust to over fitting or mis-specification as the bootstrap pairs method.

B.3
Bayesian Approaches

The delta, sandwich, and bootstrap estimators of standard errors are based on the maximum likelihood framework.  Bayesian statistics provides a different approach.  In classical “frequentist” statistics, inferences about the  parameters of a population P are based entirely on sample statistics from sample(s) S drawn randomly from P.  Bayesian statistics in contrast, takes account of prior beliefs about the population P, by basing inferences on a prior probability distribution which is combined with a sample S to produce a posterior (probability) distribution 
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, for the parameter of interest (.  Confidence and prediction intervals are defined within the Bayesian Framework.

Let ( be a parameter of the population distribution P, and S a random sample drawn from P.  If  (  is viewed as a random variable whose posterior distribution is 
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, then [(L(S), (U(S)] is a (1-()100% Bayesian confidence interval for (  if from 
[image: image147.wmf]()

P

q

S

 there is a (1-()100% probability ( ( [(L(S), (U(S)].  In the Bayesian approach, (  is a random variable and [(L(S), (U(S)] is fixed given availability of S.   In the classical approach it is (  which is fixed and [(L(S), (U(S)] varies with S.  If S is a (univariate) random sample drawn from P where {(x1, x2, …, xn) ( S, n<p} and P(xn+1(S) is the posterior distribution for xn+1, then [(L(S), (U(S)] is a (1-()100% Bayesian prediction interval for xn+1 if from P(xn+1(S) there is a (1-()100% probability xn+1 ( [(L(S), (U(S)].

For regression, maximum likelihood based methods estimate single values for each (unknown) parameter of the true regression.  The Bayesian approach, in contrast, expresses the uncertainty regarding the true weight vector ( as the posterior probability distribution
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where P(() is the prior distribution for the weights.  MacKay
 shows that with approximations, the latter integral can be solved analytically.  If the noise is assumed to be ( ~ N(0,(2) and the prior P(() is also assumed to be Gaussian, then a Gaussian posterior distribution 
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can be derived where
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In (B.8), 
[image: image152.wmf]MP

W

 is ( at the maximum of the posterior probability distribution
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where (2 is the (constant) noise variance and 
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 is the Hessian matrix of second order partial derivatives (with respect to each of the elements of () of the regularised cost function
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The second term in (B.10) is a regularisation term resulting from the assumption that P((), the prior distribution in (B.7) is a Gaussian.  In (B.10), ( is a constant and the wi are the weights from equation (3.10).  It follows that an approximate (1-()100% Bayesian prediction interval for 
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By using (B.7), maximum likelihood estimation has been avoided.  However, the derivation relies on the same assumptions of normality of the errors and unbiasedness as the delta method, to which it is related.  Bishop & Qazaz
 have extended the method to the case of non-constant variance, replacing the constant noise variance term in (B.9) with input-dependant (variable) noise variance.  An advantage of the Bayesian approach is that the regularisation parameter is automatically determined during training.  This means cross validation is not required to control over fitting, so all of the available data can be used for training.  Unfortunately, for neural nets obtaining Bayesian standard error estimates is substantially more complex than using maximum likelihood based approaches
.  This is due to the approximations required to obtain the analytical formulae.  The Bayesian method is unreliable where crude approximations are used.  Moreover, inversion of the Hessian matrix is required, with the attendant possibility of failure.

Table 1  Estimates by Proposed Network (Example#1)


�


Table 1 Shows the proposed network produces unbiased estimates μy*(x), of the underlying true regression function, and σ∗2(x) of the noise variance function. Phase III estimates of the actual target d and actual squared residuals are also unbiased. The t-test for the means shows no difference at the 95% level.
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Table II
Results for Example#1: Methods Compared





This Work

Nix-Weigend 



row



Test Set

 (n=104)
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Target d

ENMS

Our Mean Cost

ENMS

NW Mean Cost



1

Phase I
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0.454

0.593

0.882



2

Phase II

0.577

0.344

0.593

0.566



3

Phase III

0.578

0.344
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0.462



4

n(x) (exact additive noise)
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0.343
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0.441
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(PIII)

(PII)

(PIII)
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Table IV Performance of Proposed Network (Example#2)


Phase

Layers

Input

Output
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Adj.R2
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t-test





[no. nodes]
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Estimated Regression Function
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Table III Results for Example#2: Synthetic Model Option Prices + Noise

row



Test Set





Target d = CNN + noise
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Our Mean Cost
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