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Abstract

Imagine a cloud of data points (values) in multidimensional space.  This is how research information appears commonly to end-users. There are many different kinds of data with varying quality, structured, semi-structured or unstructured with heterogeneous character sets, languages, syntax and semantics.

Different end-users see the cloud differently: some data points are of more interest, some of less interest.  The ‘more-or-less’ dimension has several aspects: the kind of data (entities), the values of data points (attribute-values) and the relationship between sets of data values (such as relationship role or relationship duration).

As one example, a typical researcher is extremely interested in a scientific dataset and associated software together with the associated metadata describing the precision, accuracy, method of collection etc.  The researcher is very interested in associated publications with interpretations of the scientific dataset.  The researcher will be interested in who conducted the research, the rest of the team and the organisation where the research was done.  The researcher has less interest in who funded the research, under which programme it was funded.  From this we can construct a set of ‘axes’ or structural elements through the cloud along which data points of interest cluster.

As another example, a research manager in a funding organisation may be interested in the value of funding awarded within one country to research in a particular subject area without being interested in to whom it was awarded nor the organisation where they work.  This is a different view of the cloud with a different set of axes along which data points cluster.  A research manager at a university might also be interested in output research publications by year, by department, by publication channel.
As a final example consider the innovative entrepreneur.  She will be interested in any products from or patents on research in a relevant topic across all countries, on the track-record of a researcher or her organisation in technology transfer and wealth creation and in any conditions attached to the research funding.  This is yet another set of axes through the cloud.

Three questions are paramount: (1) how to assure quality data (so that results are accurate); (2) how to assist the end-user in formulating correctly the query to obtain the expected results; (3) how to structure the data to obtain the optimal response in terms of performance, recall and relevance including taming heterogeneity.  
We demonstrate that all three are related.  We outline a solution based on structured metadata, formal logic and knowledge engineering techniques exposed to the end-user as a user-friendly assistant with graphical metaphors.
1 The Problem

Research Information covers a broad field.  It includes unstructured or semistructured information such as national and funding organisation strategic papers, programmes and funding and the full text of research output publications, It includes structured information such as that used for management of research in funding organisations and research institutions, and also research datasets.  In different countries the information may be encoded with different character sets and in different languages.  The terminology – used as entity or attribute names for example, or as valid values of an attribute - may be different from country to country and even organisation to organisation.

The end-user wants a homogeneous response to a query (which may involve functional processing in addition to a simple retrieval).  She wants the response in a reasonable time and with all relevant information (recall) and perhaps some indication of relevance (how closely he answer matches the query).  

The problem is actually based on three key parameters: data quality, query precision and data structure.
1.1 Data Quality
It is a fact of modern life that the real world is represented in computer systems and management decisions are based upon the information in those systems.  Air traffic controllers do not look out of the window at planes but see a representation on radar screens.  Financial analysts do not see the product stock in the warehouse, the piles of raw material or the actual production line – just the data.  The same is true of users of CRISs.
The information used for decision-making is data structured in context.  The data quality is paramount: poor data (i.e. data that represents inaccurately the real world) leads to poor decisions (which are effected by actions in the real world).  The more processed the data (e.g. through retrieval, analysis, models and simulation with graphical presentation) the more inaccuracies in the data are magnified.  Mercifully air traffic control data is more-or less a simple radio message represented on screen.
1.2 User Query
The end-user commonly has a query conceptualised in her own mind-space using her own terminology, or (better) that commonly used across the subject domain.  The requirement may be to compare the research performance of their university against others across a range of metrics (products, patents, publications) over years.  How does the user express this to a CRIS?  For sure she is not going to sit down and write the SQL query and – since SQL is relationally complete but not functionally complete – she would have to write or use pre-existing software to do the analytical part of the query including any graphical display.  How should she express the query such that the output compares like with like: are the years calendar or academic?  Are the patents measured by number or licence value?
1.3 Data Structure

The end-user requires a timely answer.  She requires relevant information to her query.  She needs to know if she has all relevant information (recall) or only some of it – and the degree of relevance.  All these properties of information are influenced heavily by data structure.  Structured information can be ordered, indexed (multiply), clustered physically or partitioned as structured streams.  If data are not structured, it is not possible (within the closed world of the CRIS) to determine recall.  If data are not structured, it is not possible to determine relevance.  If data are not structured, it is difficult to optimise queries.  Despite claims concerning semi-structured data and information retrieval (where the concepts of recall and relevance originated) in fact the calculations to determine these characteristics are performed on structured metadata, not on the semi-structured or unstructured data.
1.4 Problem Conclusion

The different kinds of user requirement outlined in the abstract all require answers to the three questions posed there and elaborated in this section.     We now consider a sample of related work (the general literature is copious, that related to CRIS moderate) and then offer and analysis and solution before concluding with a roadmap of future work.

2 Related Work

There is a plethora of related work on structured data, databases and information retrieval, relating to effectiveness and efficiency of representation of the real world.  From basic textbooks e.g. [Da04] to detailed technical papers e.g. the VLDB Conference series [VLDB] there is wide discussion of these issues.  Similarly, query optimisation is covered in detail in e.g. the VLDB Conference series [VLDB].  User interface issues are also covered widely, perhaps most comprehensively in the CHI Conference series [CHI].
More important for CRIS is the application of this background – and generally theoretical - knowledge to the CRIS domain.   The CRIS Conference series contain a wealth of relevant papers including those by the authors.  There have been two major approaches:

a) integrating heterogeneous distributed databases of CRIS information (including associated open access institutional repositories and research datasets – the latter represented by structured metadata) into a homogeneous canonical form;

b) harvesting semistructured information from the web to create a structured metadata index (with limited information in a structured form) which  points to the original semistructured data in its native form;
Clearly (a) provides the end-user with information in a consistent form that can be used for comparison and calculation whereas (b) does not.  However, (a) requires a different and more disciplined approach upstream to input – best managed in a workflow environment [JeAs06a] – and consequent less effort downstream in retrieval, integration and analysis.  In contast, (b) takes any input (usually semistructured or unstructured) with low cost upstream and attempts (by human effort and therefore high cost)  to make sense of it downstream.

The conclusions we draw from this related work are:

1. unstructured or semistructured data is valuable information but is only of real value – in terms of quality, accessibility and performance - when indexed by structured metadata [Je98] and then processed using appropriate specialised techniques to provide information and extract knowledge;

2. satisfactory responses to end-user queries (relevance, recall, performance) can only be produced when the data is structured, or other kinds of data are indexed by structured metadata;
3. satisfactory response to end-user queries over heterogeneous distributed data (the usual case for any real-world query) requires knowledge-based techniques for schema description, reconciliation and explanation [JeHuKaWiBeMa94] ;

3 The Solution

The solution relies on technologies that address the topics raised in the problem statement.  All three require quality and structured information.  All three require knowledge engineering techniques.

3.1 Quality Structured Information: CERIF

3.1.1 Data

Data quality can only be assured if the input or edit of data attribute values is validated and – if necessary – supported with explanation of valid values.  To achieve this requires structured data i.e. data arranged as attribute values in a structure.  There are many validation techniques and many are applicable to each data attribute [GoGlJe93].  Most validation relies on first order logic and Boolean algebra.  This demands structured data.
CERIF [CERIF] provides a data model constructed and maintained by international experts in the requirements of CRIS.  It is continually being improved and extended by a well-defined process.  It has been used in any CRISs and demonstrated to be effective and efficient.  It covers the major entities and attributes of a CRIS. Recent standardised extensions handle more detailed bibliographic information, while experts are experimenting with extensions to provide more financial information, more information related to innovation and information to manage e-processes.
3.1.2 Metadata
The highly structured and optimised CERIF model can act as metadata to other structured, semistructured and unstructured information as demonstrated in [JeAs06].   Examples include Open Access Institutional Repositories of publications [AsJe05] and research datasets and software. This ensures that such datasets are validated, retrieved and interpreted in a structured and logical context.
3.2 Knowledge Engineering
3.2.1 Expert Advisor and Query Assistant
The end user commonly has difficulty in formulating a query appropriately, particularly if the query is complex involving functions (from simple COUNT, SUM, AVG through to user-defined complex statistical analyses or modelling).  Here an expert advisor can help, by deprecating inappropriate function use (e.g. a numerical function over attributes whose values are of type character), by assisting with suggested functions available, by assisting the query optimiser through screening first inappropriate use of the relational calculus, by reminding the end-user of available entites and attributes, by providing graphical comparisons of schemas to assist in semantic reconciliations etc.  The expert advisor can only function effectively and efficiently on structured data where the data quality is good.

Expert advisor systems rely on several components: a human-computer interaction component which may be multilingual and multimodal; a domain ontology containing knowledge of the domain of interest; an inference engine to do the required logical processing and an interface to the underlying processing systems such as database query, statistical analysis, graphical visualisation etc.  With these components the systems react intelligently (and sometimes annoyingly) to the end-user with the intention of causing the underlying processing system to meet more exactly the user requirement.  The underlying processing systems may handle a mix of structured, semistructured and unstructured data but the optimisation of the user request requires structured, logical data.
3.2.2 Homogeneous View: Knowledge-based Information Integration

The end user usually requires a clear, structured answer: a homogeneous view over heterogeneous data.  Starting from heterogeneous distributed databases is not ideal: there are so many possible differences of character sets, language, naming, typing, domain constraints, structure etc.  The provision of the homogeneous view has been an open research question for > 30 years and has attracted prodigious research efforts. Indeed, the lack of an elegant solution to this problem led, in a way, to the use of WWW, harvesting and the end-user to browse and select intelligently.  However, this approach is very expensive (person time), error prone (ambiguities in character set, language, syntax and semantics in web resources) and inefficient in use of computing resources.  

Reconciliation of heterogeneity requires knowledge assisted arbitrage: the end user is presented graphically with the different schemas with attribute names (for example) and the system proposes likely equivalences which the user – using a graphical editor - can correct manually which leads to learning by the system.  The knowledge-based system relies on structured data to operate.
One demonstrated technique from the healthcare domain involves matching schemas of native databases to a common canonical form using a domain ontology and inference engine, and then generating software to convert from the native form to the canonical form [SkKoBeJe99]. The advantage of using the canonical form is, of course, that it reduces a n*m problem to a n problem.  For the CRIS environment a suitable canonical form is CERIF [Je05].
3.2.3 Explanation
Once an end-user has received an answer from a CRIS system it is likely that there is a requirement for interpretation of the answer.  It is here that an expert advisor system can assist, by explaining how the system derived the answer from the base information and the required processing [WiChLa93].  This is usually an improvement on the end-user guessing the explanation and is more effective (because of the use of domain knowledge and therefore context) and efficient than the end user searching the web for an explanation.
3.3 Analysis, Modelling, Visualisation

It is usually insufficient for the end-user to receive the output from a database query.  Commonly the end-user wishes to understand the significance of the result which will involve further processing such as statistical analysis or modelling for prediction.  The volumes and complexity of the information so produced can be daunting; it is here that visualisation (graphical representation) becomes valuable to provide the end-user with views on and insights into the information hitherto obscured.  Graphs showing attribute value set characteristics (maxim, minimum) and inter-relationships (eg correlation coefficient best-fit line) are valuable, as are multivariable diagrams and ‘movies’ showing changes with time or in any other dimension. 
3.4 Push Technology
The above all is predicated upon the end-user initiating the request to the system.  However, push technology allows a user profile to be stored and for relevant information, in an appropriate form, to be supplied to the end-user whenever the state of the information system changes such that something of interest to the end-user appears.  This is a very powerful use of technology since it means that the end-user is alerted to anything interesting and does not have to initiate the processing herself.  The user profile and the generation of appropriate information to be ‘pushed’ depends on structured data, knowledge-based system technology and requires a modern distributed and ambient environment for communication and information transmission.
4 Utilisation of the Solution

Let us consider how the solution outlined above could be used by our three kinds of users introduced in the abstract.

The researcher would find an easy-to-use assisted interface; behind which integration of information from multiple sources would be performed automatically, even bringing into a homogeneous context semistructured information (notably publications and research datasets with associated software) via the structured metadata.  Thus the cloud of research information becomes a well-formed set of quality information.

The research manager in a funding organisation would also encounter an easy-to-use assisted interface with the required information from multiple heterogeneous sources integrated.  The interface provides appropriate functions for comparing the funding and the explanation engine provides background information on the way in which funding is calculated in each country.  This provides the manager with quality information structured in context and with appropriate explanation to assist in interpretation.  The university research manager is assisted by te interface to formulate the query to ensure the correct year(s) and departments are selected and the count of publications is done correctly according to the criteria (e.g. against a list of peer-reviewed publication channels).
The innovative entrepreneur utilises the advanced interface to formulate a homogeneous query over the heterogeneous national sources of information.  The query is improved by the inference engine and domain ontology to overcome the fact that terminology differs from country to country and she wishes to compare like with like in terms of patents, products and their generated wealth through licences or sales.  More complex is to compare track records in wealth creation of research groups; a graphical representation of value against time is used with annotation to explain the basis of the reasoning leading to the inclusion or exclusion of certain research outputs.

Thus we can see that the requirements can be met by utilising a structured data model (CERIF) and knowledge-based information systems engineering for query improvement, heterogeneous information integration and explanation.
5 Future Work

We have demonstrated across the requirements of data quality, query improvement and integration of information the common solution in structured information (as data or metadata) and knowledge-based techniques. The key technological challenge remains the homogeneous view of heterogeneous information.  The attempts to solve the problem using the end-user as the knowledge-based component of the system are shown not to scale, do not allow easy integration of information retrieval and processing and also are error-prone.   We suggest the solution to this problem utilising CERIF as the canonical data model with knowledge-based techniques for schema-matching is the highest priority and can deliver the greatest rewards for CRIS.
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