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Current developments for an e-Science Environment for Environmental Science, integrating data discovery and retrieval, computation and visualisation will be presented. The paper will focus on three developments of the CLRC e-Science Centre: the DataPortal, the HPCPortal and the VisualisationPortal. The DataPortal technology is to be used e.g. for all (Central Laboratory of the Research Councils of the UK) CLRC departments, the Natural Environmental Research Council DataGrid and Environment from the Molecular level project. The HPCPortal will provide access to code libraries and compute resources on the UK Science Grid. The VisualisationPortal finally is to be used e.g. by the projects mentioned above and the GODIVA project to provide access to suitable visualisation tools. It is our aim to provide easy access and support for the usage of data, substantial computing and visualisation resources across Europe by using Grid technologies like grid services and Globus, via user configurable web access points (personal workbenches). 

1 Introduction

Currently scientists are forced to manually relate between all the experimental, data, computing and analysis facilities that are available world wide, with little infrastructure support. In the future it is hoped the Grid will provide these functions, enabling the scientists to choose much more easily from a wide range of services, connecting and combining desired services for an optimal working environment. Much of the access to the Grid is envisaged to take place through customizable, community oriented Portals1. A range of projects within CLRC have been chosen to provide the initial building blocks of an integrated solution for users of experimental, computing and data facilities, demonstrating on a few selected examples how basic technologies can be used to build middleware components that support high level scientific grid applications. The three building blocks presented in this paper relate to data, computing and visualization. 

Data will play a pivotal role in the success of Grid or e-Science developments. Virtually all envisaged applications will need to be able to draw from and deliver to the distributed heterogeneous information/data sources with a variety of contents. Hence three major challenges are posed: data accessibility, data transfer and integrated management of personal data. Data accessibility implies the capability to locate information/data without prior knowledge of its physical location or the form in which its contents is described. Furthermore scientists, as well as applications, need to be able to combine results from different sources. Data transfer relates to the problem of large data volumes that need to be transferred across the Internet. Management of personal data is concerned with the growing distribution of data produced by scientists within a Grid environment, which requires new ways of keeping track and moving data for single scientists and more importantly for research groups. CLRC's integrated data system includes the following components: A DataPortal for high-level access to multidisciplinary data, a metadata schema that allows the efficient description of data from heterogeneous sources and the Storage Resource Broker (SRB) 2,3 from the San Diego Super Computing Center (SDSC) to manage the physical location of data both personal as well as archived. The DataPortal4 is linking to existing data catalogue systems. These catalogues include metadata as well as links to the data itself. The data itself is held in various storage resources from local disks, over databases to multi terabyte tertiary tape systems. Computing resources are evermore distributed these days with large facilities in the UK (CSAR and HPCx), Japan (Earth Simulator) and the USA (e.g. ETF). Furthermore there are numerous resources on a research institute or University level, which are potentially available for scientific computing. However every system has its own access conditions, environment (compilers, libraries) and codes available, making it cumbersome to switch between systems or to use new once. The HPCPortal5 project is concerned with mechanisms for monitoring, selection and scheduling of Grid resources, file transfer and submission of jobs. Furthermore the issue of locating suitable copies of a particular code and portals to launch these is investigated in a prototype information system which includes projects and their services, users, applications and resources. The VisualisationPortal will provide a suite of Grid-based visualization tools and clients that are both appropriate for your data, the task at hand and the equipment you are using (e.g. CAVE versus PC). 

The three building blocks described are currently loosely coupled in the Integrated e-Science Environment for CLRC6 using a Web service and Globus GT2.2 framework7.

2 Integrated e-Science Environment for CLRC (IeSE)

“ Scientific productivity and insight can be increased by integrating facilities, instruments, data sources, computers and tools. ”
The strengths of e-Science can be realized by linking existing resources using Grid technology and Web-based tools allowing users seamless access to a range of resources. Data can be downloaded from databases or on-line instruments and analyzed in a semi-automatic fashion or compared with simulations from high performance computers to provide new scientific insight. A range of decision support tools portals and visualization techniques can be applied enabling users to navigate through a complex scientific procedure. 

· The IeSE Web Portal (http://esc.dl.ac.uk/IeSE/about.html)HPC Grid Services Portal provides access to demonstrators. The  (Grid Information Servicehttp://esc.dl.ac.uk/HPCPortal

INCLUDEPICTURE  \d "Images/hpcportal2.gif") provides facilities to discover resources on the UK e-Science Grid, transfer files, submit jobs and manage the output. It uses the Globus middleware and C API to the GSI, MDS, GridFTP and GRAM components. Users sign on once and for all using an authentication certificate obtained from the. Resource information is also provided by the Center through its  (http://esc.dl.ac.uk/InfoPortal). More advanced data management tasks are accomplished using the facilities provided in the Data Portal (Advanced visualization and collaborative tools are being developed which can be embedded in portals, GUIs and used from the AccessGrid. 
http://esc.dl.ac.uk/DataPortal

INCLUDEPICTURE  \d "Images/dataportal.gif"). 
In the future the basic infrastructure of IeSE will be enhanced using knowledge engineering techniques such as expert systems, workflow and ontology services. Search engines and XML database techniques with OGSA-DAI8 services are being used to begin this task.

2.1 The CLRC DataPortal

A web-based data portal is being developed with the aim of offering a single method of browsing and searching the contents of distributed data resources. Central to the DataPortal is the philosophy that each facility/data center is responsible for its own data and metadata and that ownership and residence are untouched by the Portal. Each facility/data center is expected to have or develop its own metadata catalogue, which will provide a given set of common information held in a chosen local format. Interaction with the metadata catalogues and interchange between them is based on a metadata model for representing scientific data9, which has been developed by the project (http://www.dienst.rl.ac.uk/library/2002/tr/dltr-2002001.pdf). Extensive use is being made of XML and related W3C standards for representing and manipulating the metadata. Request to the local metadata database and replies from it are translated by facility specific XML-wrappers. Globus functionalities are used for certification and authentication and data transfer. OGSA technologies are used for the communication amongst the various components of the DataPortal and other services e.g. HPCPortal and VisualisationPortal. It is envisaged that several instances of the DataPortal will develop over time in the CLRC user community and that these can communicate amongst each other, e.g. E-Minerals DataPortal, NERC DataGrid DataPortal and CLRC DataPortal. Each facility can be part of several Portals if requested.
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Fig. 1 General Architecture of the CLRC DataPortal

2.1.1 What can you do with it?

In April 2002 CLRC has published its freely accessible CLRC DataPortal version on its web pages, which has been accessed by ~500 users worldwide (http://esc.dl.ac.uk:9000). The current version 2.1 (finished in July 2002) provides access to test data from 3 major CLRC facilities: ISIS (Neutron Spallation Source at Rutherford Appleton Laboratory), SRD (Synchrotron Radiation Facility at Daresbury Laboratory) and the British Atmospheric Data Center. Furthermore we provide access to the operational data of the Max Planck Institute for Meteorology in Hamburg, Germany. The users can search each facility separately, a selection of them or all of them at the same time. Initial search results can be expanded to provide more detail and useful datasets/files can be selected for further processing. 

    [image: image2.wmf] 

             Fig. 2 CLRC DataPortal extended Metadata set

Selected files are kept in a permanent ‘shopping basket’, where the user can annotate, manipulate or download them. Additionally an advanced search facility offers the possibility to select specific studies. 

       [image: image3.wmf]
Fig. 3 CLRC DataPortal Shopping Cart

2.1.2 How does it work?

We have developed the CLRC Scientific Metadata Schema, version one is currently in use, and version 2 will be published together with the next release of the DataPortal in February 2003. Since August 2002 the DataPortal has been undergoing an extensive redevelopment to take account of user comments received through our online tests and the user interest group of the European ESTEDI project as well as new technologies like OGSA. 

2.1.2.1 Metadata

The preferred solution would have been the reuse or adaptation of an existing metadata schema, however a distinguishing feature of CLRC's requirement is the necessary Generality of the Metadata model. Other metadata approaches are either usually closely associated with a particular scientific domain (e.g. CERA), or else are metadata design frameworks (e.g. RDF, XMI). Some of the initiatives studied where: XSIL from Caltech, work of the OODT group and the activities surrounding the Dublin Core. The Extensible Scientific Interchange Language (XSIL) is a flexible, hierarchical, extensible, transport language for scientific data objects. At a lower level than CLRC's metadata model it allows the definition of the data array and the transport of those arrays: it is used on LIGO10 - Laser Interferometer Gravitational-Wave Observatory (PRIVATE "TYPE=PICT;ALT=External URL"http://www.cacr.caltech.edu/SDA/xsil/index.html). The Object Oriented Data Technology group (OODT) at the Jet Propulsion Lab PRIVATE "TYPE=PICT;ALT=External URL"http://oodt.jpl.nasa.gov is also producing a generic framework for connecting XML based metadata profiles, and uses a CORBA based OO-system to provide a distributed resource location service. A good deal of activity also surrounds the Dublin Core11 metadata PRIVATE "TYPE=PICT;ALT=External URL"http://dublincore.org/. This provides a basic set of elements (15 in the original definition), but is unfortunately not detailed enough for CLRC's purposes. Elements of CLRC's model can be mapped onto the Dublin Core - an important feature for interoperability, especially with Digital Libraries. 

The current version provides a framework to describe scientific data from different sources and disciplines and was developed in close co-operation with various CLRC user communities. The model contains information about:

· The scientific domain the data originates from (TOPIC)

· Information about the study, experiment or project, the who, when and why (PROVENANCE)

· Information about access conditions that apply to the data (ACCESS)

· Information about the data (Content, Structure, Formats)

· Information on where the data can be found (NAVIGATIONAL)

· Information on related material like publications, pictures, codes (REFERENCES)

Discussions are under way to link the more detailed descriptions of projects like the US Earth Systems Grid with the CLRC Scientific Metadata Schema. The Metadata Schema is available as Ontology, XML schema and has also been implemented as a relational data model (http://www-dienst.rl.ac.uk/library/2002/tr/dltr-2002001.pdf). ). We note that additional contributions to the schema for full facility description are being developed for Grid projects, users, applications and resources9.

2.1.2.2 DataPortal Architecture

The DataPortal12 consists of a server side, which can link to multiple metadata databases via their XML Wrappers. It can also link to other DataPortal servers as well as any suitable web or Grid service to further manipulate the selected data. Any metadata database can be linked to various DataPortal’s through its XML Wrapper. The Portal allows the user to create simple to medium complex queries. The queries are send either to user selected facilities (which are registered with the Portal) or suitable facilities are selected based on the user defined scientific domain of his interest. The query is then send out in parallel to all relevant facilities (metadata databases) and the subsequent results are collected and collated. The results are then presented to the user, who can explore them on various levels of detail. Has the user identified the required datasets he can add them to his ‘shopping cart’ and proceed to further manipulate or download the results. The Shopping cart is permanent for registered users and the user can annotate his collected datasets for future work. The results can be transferred to other services like the HPCPortal or e.g. a DODS server. In many instances of the DataPortal we expect the links in the metadata no longer to point to physical instances of the data, but instead to a logical instance within an Storage Resource Broker domain, from where the nearest and fastest available copy of the data can be obtained. 
[image: image4.emf]The Shopping Cart allows registered users to permanently store and  annotate
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Fig. 4 CLRC DataPortal – internal web services architecture

The major functions of the DataPortal (DP) are grouped into modules, each module has a grid services interface to communicate with the other DP services and in some cases also with outside services like Visualisation or HPC Portal. The Soap13 protocol is used for communication and WSDL14 to describe the various services.
2.2 HPCPortal

The HPC Services Portal was originally developed as a Web-based interface to the Globus toolkit v1.1.4. It has since been ported to GT2 and is currently using the C API to GT2.2.3. HPCPortal is similar in functionality to the GridPort and GPDK toolkits developed in the US Grid Portal project by SDSC, NCSA and collaborators. We are working with them in the Grid Computing Environments research group of GGF. 

HPCPortal is now being used as one of the client tools for managing applications on the UK e-Science Grid which is being deployed as an infrastructure for large-scale academic research.
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Fig. 5 HPCPortal Interface

2.2.1 HPCPortal Architecture and Services

HPCPortal is written using Perl and C with architecture amenable to Web services implementation. It is also considered to be friendly towards firewall installations, with the possibility of proxy services to tightly control access. This is a big issue in secure Grid-based computing! The MyProxy certificate repository developed by Novotny et al. is implemented as a component running on a separate secure server.
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Fig. 6 HPCPortal Architecture

Components of this architecture are currently being “wrapped” as Web services using the gSOAP 2.10 C++ toolkit from Florida State University. Services are being provided for authentication (via a service agent as shown above), session management, resource discovery (using the UK National MDS), file transfer and job submission and monitoring. These services will then be easily callable as remote methods from the other portal clients.

3 Projects

The tools described in Section 2 are used in a range of projects, the most relevant once are described below. 

ENVIRONMENT FROM THE MOLECULAR LEVEL: AN E-SCIENCE PROPOSAL FOR MODELLING THE ATOMISTIC PROCESSES INVOLVED IN ENVIRONMENTAL ISSUES

Many environmental problems, such as transport of pollutants, development of remediation strategies, weathering, and containment of high-level radioactive waste, require an understanding of fundamental mechanisms and processes at a molecular level. Computer simulations at a molecular level can give considerable progress in our understanding of these processes. Developments in atomistic simulation tools must now be linked with GRID technologies in order to facilitate simulation studies that can be performed with realistic conditions, and which can scan across a wide range of physical and chemical parameters. This proposal brings together simulation scientists, applications developers and computer scientists to develop UK e-science/GRID capabilities for molecular simulations of environmental issues. A common set of simulation tools will be developed for a wide range of applications, and the GRID environment will be established which will result in a giant leap in the capabilities of these powerful scientific tools. See http://eminerals.org/
e-HTPX: A HIGH THROUGHPUT RESOURCE FOR PROTEIN CRYSTALLOGRAPHY


This is a large project funded by BBSRC and DTI involving researchers active in the field of protein crystallography and structure determination. Facilities at Oxford (the Protein Production Factory), CLRC Daresbury (the UK National Synchrotron Facility and cluster computing resources), Grenoble (the European Synchrotron Radiation Facility) and the European Biomolecular Institute on the Wellcome Genome Campus at Hinxton (the Protein Data Bank) are being linked to form a distributed high-throughput infrastructure. Grid-service technology will be used to track samples via the Laboratory Information Management Systems (LIMS) and associated databases, to semi-automate sample handling and data collection, to provide an expert system for data collection, quality assurance and analysis and to harvest and populate the central PX data model which will provide metadata for deposition with the sample structure in the public PDB. E-HTPX will have a number of GUI and Web portal interfaces, see. 

THE NERC DATAGRID

Data discovery and delivery are inherent components of many aspects of science. They can be considered part of a processing chain that starts with raw data from a variety of sources, and ends with the graphical production of information that is directly used in scientific research. This proposal is to build a Grid, which makes data discovery, delivery and use much easier than it is now, facilitating better use of the existing investment in the curation and maintenance of quality data archives. Further we intend to make the connection between data held in managed archives and data held by individual research groups seamless in such a way that the same tools can be used to compare and manipulate data from both sources. What will be completely new will be the ability to compare and contrast data from an extensive range of (US, European, UK, NERC) datasets from within one specific context. The presence of the NERC DataGrid will allow grid based visualisation services to access a wide variety of data held at the British Atmospheric and Oceanographic Data Centres (BADC and BODC respectively) as well as on individual storage systems belonging to groups which register their data with the NERC DataGrid. The structures put in place will also allow NERC data to become part of the putative future semantic grid. See http://ndg.badc.rl.ac.uk 

EUROPEAN SPATIO-TEMPORAL DATA INFRASTRUCTURE FOR HIGH-PERFORMANCE COMPUTING

ESTEDI, an initiative of European software vendors and supercomputing centres, will establish a European standard for the storage and retrieval of multidimensional high-performance computing (HPC) data. It addresses a main technical obstacle, the delivery bottleneck of large HPC results to the users, by augmenting high-volume data generators with a flexible data management and extraction tool for spatio-temporal raster data. To this end, the multidimensional database system RasDaMan will be enhanced with intelligent mass storage handling and optimised towards HPC. See http://www.estedi.org/
MSC PROJECT ON AUTOMATED DATA MANAGEMENT FOR CLIMATE SIMULATIONS

These days data is no longer only produced by experiments, measurements and observations. Many of the more complex phenomena are studied in computer simulations. These simulations can produce large quantities of data. However in contrast to much experimental or observational data these results are often not accessible to the wider research communities. Simulation data could be more widely exploited if better information was available concerning the simulation itself.
This project aims to investigate the possibility of automatically capturing as much metadata concerning the simulation as possible and storing it in a suitable database. The database will be accessible via the CLRC DataPortal. It is expected that next to investigating the issue in general a prototype installation will be provided by the students. See http://www.e-science.clrc.ac.uk/Activity/ACTIVITY=DataPortal 
4 Summary

The Grid/web services approach will enable scientific users in the future to easily build their ideal working environment using ‘mix and match’ to create the optimal choice of functionality’s. The three CLRC Portals and the Integrated e-Science Environment can be seen as a prove of concept. All four technologies will be continued to be developed over the coming years and used in a wide range of e-Science projects. The software packages are freely available from the CLRC e-Science Center (http://www.e-science.clrc.ac.uk) and we will be happy to help with installation and use.  
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