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Abstract


The paper introduces a semantic framework for digital preservation policy definition and validation. Major requirements for responsible digital preservation policy are formulated. A generic semantic wrapper for policy definition is suggested, and a possible approach to the machine-assisted policy validation is indicated.
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Introduction

Many organizations that embraced advanced digital preservation have, on one hand, a defined preservation policy and on the other hand, software platforms for digital preservation that presumably implement this policy. Conceptual gaps between the policy formulation and its actual implementation, as well as between policy implementation and its validation can be substantial though, and this is not unique to the domain of digital preservation but pertains to any data policy. 
This work in progress extends the policy modelling effort by EUDAT project (Bunakov et al. 2017; Bunakov 2017) with the suggestions that specifically suit the case of digital preservation.  Semantically clear modelling of preservation policy can help making it responsible in a sense that the policy can be clearly formulated, reasonably implemented in the actual operational environment and sensibly validated. 
The work first formulates generic requirements for responsible digital preservation policy, then outlines a modular approach to policy modelling and indicates a possible means of the machine-assisted policy validation.
Requirements for responsible digital preservation policy

Responsible digital preservation policy should cover all stages of data curation, from content ingestion into digital archive, through monitoring digital assets in the actual operational environment, to content dissemination. Even if these stages are covered by different policy artefacts such as separate policies for data ingestion, for data management and for data dissemination, there is a need to make all parts of the policy reasonably interpretable and mutually interoperable. This brings about the following major requirements for a responsible digital preservation policy:
· Policy should be reasonably modelled and allow machine-assisted reasoning
· All data curation actions should be clearly defined and aligned with the policy
· Policy definition (model) should be reasonably shareable and  reusable
· Implementation of data policy should be subject to regular audit – with proper means to facilitate audit
There are a few ways to meet these major requirements. 
One, possibly most common way is setting up an elaborated policy governance framework, i.e. a set of well-defined processes that allow human agents (policy managers) to look after the policy formulation and implementation, and effectively deliver the policy-related requirements to software developers who implement data policy in a software platform (digital archive). 
Another possible way is harnessing a sophisticated policy modelling language: an example of this approach is (RuleML 2018) or skewing workflow engines such as (Taverna 2018) for the purposes of policy definition and execution. 
The third possible way is using certain formalism for the expression of policy elements (policy blocks) and of their interconnections, with that formalism being reasonably friendly to machines as well as to humans. 
(Bunakov 2017) explains differences amongst these policies approaches for a generic data policy, and casts a vote in favour of the one that is based on policy elements definition and on their assembling in a whole policy model, as this approach seems to have the right balance between the model expressivity and the model simplicity. What is required for a specific case of a digital preservation policy is, as further explained, the specialization (typisation) of policy patterns and reasonable preservation-specific metadata for them.
Modularity as a response to policy evolution

Some data policies, including preservation policies, are developed from scratch, and some are based on the requirements inherited from past considerations, or are imposed by umbrella organizations such as governments or corporations. Also policy may change owing to technological or organizational developments. The modular approach based on Activity Model (Bunakov 2013) allows to effectively and efficiently address the challenge of data policy evolution, with the following major generic “construction blocks” of any data policy:
· Generic Data Policy Activity
This block can be used for various semantic definitions of data handling, e.g. for data characterization or data transformation
· Logical Switch Activity
The block for logical switches of all sorts, e.g. for choosing a certain algorithm depending on data format

· Control Activity
The block for an interface with a particular software platform where policies are being executed and monitored
These generic policy blocks introduced in (Bunakov, 2017) with a suggested RDF serialization allow modelling a wide range of data policies, with the example of a policy model for file characterization presented in Figure 1.
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Figure 1: Example of a policy model for file characterization, consisting of three sequential actions. GDPA_FileCharacterization is an instance of General Data Policy Activity, LSA_Move-n-Conversion is an instance of Logical Switch Activity (that can, as an example, migrate formats or move files),  CA_PolicyExecution is an instance of Control Activity (that uses an instance of a particular IT service). All three policy blocks, as well as their inputs and outputs allow RDF serialization as per (Bunakov, 2017).

Policy blocks like those presented in Figure 1 may not require further specialization for the case of long-term digital preservation (which, if the model were serialized in RDF, would require RDFS subclasses for each block), but the chain / network of blocks does require specialization to better suit the digital preservation case. The reason for this is that similar chains of actions can be used for different purposes in digital preservation context; as an example, file characterization may happen at the stage of data ingestion in the archive, but it may be required later on, too, e.g. for a semantically clear data checks after migration into a new file format. So having ability to define types for the chains / networks of actions will be good for their multiple reuses in the archive.
Also, the chains / networks of policy blocks might have specific metadata assigned. One example of such metadata would be having a “purpose” attribute – to indicate what purpose the particular chain / network of actions serves, like “data characterization for ingest” or “data characterization for migration checks”.
Other useful metadata attribute would be a “policy clause”, in order to better relate Control Activity block to specific policy statements (in a granular textual form). Policy clauses can be referred to in Scope aspect of the Logical Switch Activity; this aspect is not shown for the instance of Logical Switch Activity in Figure 1, but can be introduced similarly to Scope aspect as illustrated for GDPA_FileCharacterization activity, as Scope aspect can be defined for any Activity irrespective of its nature (Bunakov 2013).
Yet another metadata particularly beneficial for the case of long-term digital preservation policy will be key-value pairs for significant properties (Wilson 2007; Knight & Pennock 2009; Giaretta 2011)  that should be preserved through all content migrations.
One framework for policy formulation and policy validation 
The outlined approach can allow sensible formulation of digital preservation policy, but it is also important to ensure the archive compliance to a certain data policy, so that policy checks can be traced back to the policy definition. 
If policy is formulated as a textual document, then implemented in a software platform, the evidence will be required for good IT governance in order to support the claim that the policy has been actually implemented. When certain information artefacts are encountered, say in system logs, they can be reasonable indicators of the platform behaviour, yet a well-structured discussion between archive auditors and archive owners should happen every time when the archive compliance to a certain policy is in question. This way of policy compliance checks is relatively easy on the policy “formulation” end but is harder to implement on the “evidence” end.
If the policy is implemented as formal machine-executable rules or workflows, the discussion about evidence of the policy implementation is less required, apart from an additional assurance that the rules engine or workflows engine have not been tampered with. However, formulation (or any change) of data policy in a highly formal notation may present a challenge of its own; also the acceptance of a highly formal machine-executable policy definition as a “reference” policy representation may be challenging for some organizations. This way of policy compliance checks may be easier on the “evidence” end but certainly heavier on the policy “formulation” end.
The modular approach to policy modelling that we promote is only moderately challenging on the “formulation” and on the “evidence” ends. The machine-interpretable formalism that can be employed, such as RDF, will serve as just a semantic “wrapper” for policy statements (in a granular textual form) and for software components that execute policy blocks. 
For the suggested modular approach, the same modelling means can be potentially used for the definition of policy patterns and for the patterns validation against policy execution results. This can be achieved by using the existing frameworks for RDF validation, such as Shape Expressions (ShEx) or Shapes Constraint Language (SHACL), see in (Gayo et al. 2017) or on the Web. Unlike other aforementioned approaches, the modular activity-based policy representation can conceptually rely on the same means of modelling: on policy definitions as RDF patterns and on validation against these patterns of the actual RDF graph resulted from policy execution.
Conclusion

This work argues that there should be both flexibility and clearness about how the preservation policy is being defined, applied, and validated. A modular approach to preservation policy modelling allows flexible, reusable and semantically clear policy definitions. The same Semantic Web frameworks can be potentially used for the formulation of preservation policy and for its validation. 
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