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ABSTRACT

We consider the solution of ill-conditioned symmetric and positive definite large sparse
linear systems of equations. These arise, for instance, when using some symmetrizing pre-
conditioning technique for solving a general (possibly unsymmetric) ill-conditioned linear
system, or in domain decomposition of a numerically difficult elliptic problem.
Combining Chebyshev iterations with the Lanczos algorithm, we propose a way to identify
and extract precise information related to the ill-conditioned part of the given linear
system. This approach is equivalent to a flexible deflation based on Chebyshev filters.
The potential of this combination, which can be related to the factorization and direct
solution of linear systems, is illustrated numerically and theoretically. In particular, we
also present a general theory that relates the level of filtering to the accuracy of the
computed solution.
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1 Introduction
The solution of large, sparse, and ill-conditioned linear systems of equations, such as
Au=b, A e R™" (1.1)

arises in many scientific and engineering problems. Several of these problems come from the
numerical approximation of the mathematical models of complex physical phenomena. It is
important to observe that in many of these problems the matrices are very large, and the con-
secutive solution of several linear systems with the same matrix and changing right-hand sides
is frequently required. It is not always possible to solve the system by means of a direct solver,
and there are case where the iterative methods are the only feasible approach. In this respect,
preconditioned Krylov subspace methods are one of the most powerful techniques used.

We assume that the matrix A in (1.1) is symmetric and positive definite (SPD). The SPD
matrix A may arise when using some symmetrizing preconditioning technique (see [14]) for solving
a general (possibly unsymmetric) ill-conditioned linear system, or in domain decomposition of
some numerically difficult elliptic problem. As we will see in our numerical experiments, even if
the preconditioner is robust with a preconditioned system having condition number independent
of n, few eigenvalues are still very small. The conjugate gradient method (and Krylov methods
in general) will then have a low rate of convergence.

The technique we shall develop in the following computes the basis of an approximate invariant
subspace associated with these smallest eigenvalues, and this is used to construct a projector
that can extract the eigencomponents of the solution relative to this invariant subspace. This
technique is based on a combination of the Lanczos method and Chebyshev filters which purpose
is to deflate in some way the invariant subspace linked with the non-targetted largest eigenvalues.
We want to point out immediately that our method builds some partial spectral factorization of
the given iteration matrix and should be considered, as with direct methods, when more than
one solution with the same matrix is required. Indeed, if the solutions corresponding to several
right-hand sides appearing in sequence are required, at the cost of computing and storing few
dense vectors, these subsequent solutions can be obtained in a much cheaper way.

Arioli and Ruiz [4] have already proposed a two-phase iterative approach, which first performs
a partial spectral decomposition of the given matrix, and which afterwards uses the previously
derived information to compute solutions for subsequent right-hand sides. They first compute
and store a basis for the invariant subspace associated with the smallest eigenvalues of the given
SPD matrix A by using inverse subspace iteration (see [18], [16]). To compute the sets of mul-
tiple solutions required in the inverse subspace iteration algorithm, they use the block conjugate
gradient algorithm, since it is particularly well designed for simultaneously computing multiple
solutions and suffers less from the particular numerical properties of the linear systems under
consideration.

This work has been furthermore developped and analysed theoretically by Balsa et.al. (see [7],
[5], and [6]). From an inner-outer convergence analysis, they propose a strategy to reduce the total
amount of computational work by controlling the accuracy during the solution of linear systems
at each inverse iteration. They also incorporate Chebyshev polynomials as a spectral filtering
tool when building the starting vectors to improve the global convergence of the algorithm. They
perform an analysis of costs and benefits, in terms of floating point operations, to validate how
this strategy can speed up the solution of symmetric and positive definite linear systems. For
such a particular use, the computed approximate eigenvectors need not be very accurate. The
proposed convergence analysis suggests a stopping criterion that enables to control explicitely
the invariance degree of this information, and they illustrate this experimentally.



Golub et.al. [12] also propose a similiar technique combining the conjugate gradient method
with Chebyshev filtering polynomials as preconditionners, that target some specific convergence
properties of the conjugate gradient method. In their approach, the Chebyshev preconditioner
is applied only to a part of the spectrum of the coefficient matrix and puts a large number of
eigenvalues near one but does not degrade the distribution of the smallest ones. This procedure
enables them to construct a lower dimensional Krylov basis that is very rich with respect to
the smallest eigenvalues and associated eigenvectors, which can also be stored and exploited
in a straightforward way to solve sequences of systems with little extra work. They illustrate
experimentally that the gains can be rather effective and the cost for precomputing the Krylov
basis can rapidly be compensated when solving several linear systems with the same matrix but
changing right-hand sides.

As opposed to classical polynomial preconditioning techniques, where the degree of Chebyshev
polynomials is fixed, we propose to monitor at each Lanczos iteration the number of Chebyshev
filtering steps in order to maintain under some predetermined level the filtered eigencomponents
in the computed Lanczos vectors. With respect to the Chebyshev preconditionners proposed
in [12], our method is more flexible in the sense that it adapts iteratively the degree of the
Chebyshev polynomials and offers the possibility to reduce substantially the computational cost
in the precomputation of the targetted low dimensional Krylov basis.

Additionally, because of the uniform convergence properties of the Chebyshev polynomi-
als, our algorithm is designed to control explicitly the relative gap between eigencomponents in
the computed Krylov vectors. This eigen-componentwise relative separation of information also
enables us to control a priori, with some forward error analysis, the A-norm of the error in sub-
sequent solutions of linear systems with the same matrix, and is a complement to more classical
backward error analysis (see e.g. [2]).

The paper is organised as follows. Section 2 motivates the proposed method, and introduces
the Chebyshev filters. The algorithm is presented and discussed in Section 3. The convergence
properties and the error analysis of the algorithm are given in Section 4 and Section 5 respectively.
Finally, we discuss some of the numerical issues in Section 6 using selected numerical tests. Some
open questions and conclusions are discussed in Section 7.

2 Chebyshev filters

As already mentioned in the introduction, we want to compute an approximation of the invariant
subspace associated with the smallest eigenvalues of the given ill-conditioned SPD matrix A.

To do so, we start with an initial randomly generated vector z and we use Chebyshev poly-
nomials in A to “damp”, in this starting vector z, the eigencomponents associated with all the
eigenvalues in some predetermined range. In the following, we shall denote by Api, the minimum
eigenvalue of A, and by Apax the maximum one. We can fix, for instance, a positive number p,
with Amin < ## < Amax, and decide to compute a basis the invariant subspace of A associated with
all the eigenvalues in the range [Amin, . The computation of A\pax is usually not too difficult,
and in some cases, a sharp upper-bound may be already available through some a priori knowl-
edge of the numerical properties of A. For example, in the small case study shown in Figure 2.1,
there are 19 eigenvalues inside the interval [Apin, Amax/100], and 26 eigenvalues inside the interval
[Amins Amax/10].

To “filter out” the unwanted eigenvalues in the range [u, Amax], and focus only on the few
remaining ones in [Apin, 1], we consider Chebyshev polynomials, which can be defined by the



following 2-term recurrence formula (see [14, page 46)):

{ Tolw)=1, Ti(w)=w (2.2)

Ti1(w) = 20T (w) = Th-1(w) k=1

The optimal properties of Chebyshev polynomials given in Theorem 4.2.1 in [14, page 47] can be
summarised as follows: if we consider d > 1 and

=

(w)

Fk(w) = Tk(d)’

then Fj has minimum [/, norm on the interval [—1, 1] over all polynomials Q. of degree less than
of equal to n and satisfying the condition Qx(d) = 1, and we have

2 AN =gy @

We will denote in the following the values T (d) by ok. These values can easily computed from
the recurrence (2.2). Now, consider the translation plus homothetic transformation:

>\max+/i_2)\7

AGRku(A):m—du—OK}\,
with N N 5
max T M
B M= T

and Amin < 0 < Amax as given above. This transformation maps Apnax to —1, g to 1, and 0 to
wyu(0) = d, > 1. Then, introducing

_ Ti(wu(N)

(2.4)

we easily see, because of the optimal properties recalled above, that Fj(\) has minimum [,
norm on the interval [, Amax| over all polynomial Q) of degree less than or equal to n satisfying
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Figure 2.1: Eigenvalue distribution of a sample iteration test matrix
(size of matrix is 137).



Qr(0) = 1. Finally, from (2.2), we have

d, —aA 2\
L A W 25)

Ter1Fis1(\) = 20, (dﬂ _ ozA)fk()\) — op 1 Fre1 (V)

which gives the recurrence formula to compute Fy(\).
Let us denote by
A = UAU"

the eigendecomposition of the SPD matrix A, with A = diag();), the matrix with the eigenvalues
of A on the diagonal (in increasing order, for instance) and U the unitary matrix whose columns
are the corresponding normalized eigenvectors of A. If we multiply any vector z, which can be
decomposed in the eigenbasis of A as

n
z = Z uzfia
=1

with & =ulz, i = 1,...,n, by the matrix Fj(A) we get

n

v =Fi(A)z = Z w; (Fr(Ni)&i),

=1

which shows that the eigencomponents of the resulting vector v are close to that of the initial
vector z for all i such that A; is close to 0 (since F(0) = 1), and relatively much smaller for
large enough degree n and all i such that \; € [, Amax]. This is how we can easily damp the
eigencomponents of any vector in the range [u, Amax] using classical Chebyshev iteration. The
number of Chebyshev iterations needed to reach some level ¢ for eigencomponents associated with
eigenvalues in the range [1, Amax], starting with normalized random vectors, is directly linked with
the ratio Amax/p (see [14] and [11]), and can be very easily monitored using (2.3).

We can interpret the use of Chebyshev polynomials as a filtering tool that increases the degree
of colinearity with some selected eigenvectors. Indeed, after “filtering” the initial starting vector,
we obtain a vector with eigencomponents below a certain level € for those eigenvalues in the range
[, Amax|, and relatively much bigger eigencomponents linked with the smallest eigenvalues in A.

Of course, to be efficient, this approach relies on the fact that the spectrum of A is mostly
concentrated in the range [, Amax|, With reasonable value of u (like A\pax/100, or Apax/10, for
instance) so that the number of Chebyshev iterations required to reach a given filtering level
€ is not too large. In that respect, a preliminary preconditioner applied to A, with classical
preconditioning techniques, may be used so that the number of remaining eigenvalues inside the
predetermined range [Amin, pt] (with some reasonable p) is small compared to the size of the linear
system.

One of the main drawbacks with the Lanczos algorithm is that it does not maintain this nice
property of the filtered vectors, and gradually (and rather quickly, indeed) the Lanczos vectors
may again have eigencomponents all about the same level. It must be mentioned beforehand
that this problem is inherent to the Lanczos iteration, and is not at all due to any kind of
loss of orthogonality in the Lanczos basis. In Figure 2.2, we show (in a logarithmic scale) the
eigendecomposition of the Krylov basis obtained after 30 steps of the Lanczos algorithm starting
with a vector initially “filtered’ to a level close to machine precision with Chebyshev polynomial
in the range [Amax(A)/10, Amax]-



Eigencomponents of the computed Logarithm of the absolute values of the

Lanczos basis, starting with a filtered scalar products between each pair of
initial vector (Chebyshev filter with Lanczos vectors (e.g. no loss of orthog-
= Amax/10). onality).

e on the left subplot, the eigencomponents are indexed on the X-axis (from 1
to 136) in increasing order of their corresponding eigenvalue,

e the indexes (from 1 to 28) of the vectors in the current Lanczos basis are
indicated on the Y-axis,

e the Z-axis indicates the logarithm of the absolute values of the eigencompo-
nents in each of the 30 computed Lanczos vectors.

Figure 2.2: Kigendecomposition of the Krylov basis obtained after 28
Lanczos steps (with full reorthogonalization). The iteration matrix in
use is the one with spectrum given in Figure 2.1.

From the small test experiment of Figure 2.1, it can be seen that “near” invariance with
respect to those eigenvectors linked to the 26 eigenvalues in the range [Amin, Amax/10] can be
completely lost, and the termination of the Lanczos algorithm may not occur after building a
basis of dimension close to 26. It must be mentioned beforehand that this problem is inherent to
the Lanczos/Block Lanczos iteration, and is not at all due to any kind of loss of orthogonality in
the Lanczos basis. To produce these results, we have indeed performed a full re-orthogonalization
of the Lanczos vectors at each iteration, and this is explicitly illustrated by the second graph in
Figure 2.2 which shows the scalar products (in a logarithmic scale) between each pair of computed
Lanczos vectors. The reasons for this will be analyzed and identified more theoretically in Sec-
tion 4, and we first introduce in the next section the modifications we incorporate to the Lanczos
algorithm to compensate this inherent behavior and maintain the filtered eigencomponents under
some fixed level.

3 The algorithm

The algorithm we shall detail in this section is decomposed in the same spirit as direct methods,
with a factorization phase, which we call a “partial spectral factorization phase’, followed by a
cheap “solution phase” in two steps, but it offers the possibility of not building the matrix A
explicitly, since only matrix-vector multiplications are needed at every stage of the algorithm.
To maintain, during the spectral factorization, the value of the filtered eigencomponents in
the computed Krylov basis under some level €, we propose to perform, at each Lanczos iteration,
a few extra Chebyshev iterations on the newly generated Lanczos vector v(#*1)_ In this way,



“near” invariance can be maintained. To describe the algorithm, let us first denote by
z = Chebyshev_Filter(y, ¢, [tt, Amax], A)

the application of a Chebyshev polynomial in A to the vector y, viz. z = Fi(A)y, where Fj is
defined as in (2.4) with a degree such that it is Lo, norm over the interval [p, Amax] is less than e.
Using this notation, and fixing the cut-off eigenvalue p, with Apin < ¢ < Amax, and the filtering
level € < 1, we can then detail the various algorithmic steps of this partial spectral factorization
phase in Algorithm 1.

It must be mentioned, beforehand, that the nice property of the Krylov spaces, which makes
tridiagonal the projected matrix VI AV in the Lanczos method, is lost after re-filtering the
current v(*1) . We cannot simplify the orthogonalization step when computing the next Krylov
vectors and iterate with a simple 3 term recurrence formula in the usual way, as in the classical
Lanczos algorithm, and it is therefore necessary to orthogonalize at each iteration the filtered
vectors against all the previously constructed ones. However, if the number k£ of eigenvalues in
the range [Amin, pt] is small, the algorithm is an inverse-free technique that will build directly a
basis of dimension k, and with a precise control on the eigencomponents relative to eigenvalues
outside that range. Figure 3.3 illustrates the benefit of these additional filtering steps performed
at each Lanczos iteration on the same test case as the one of Figure 2.2.

Note also that the starting point in Algorithm 1 implies two steps of filtering of the initial
randomly generated basis. The issue there is that randomly generated vectors have eigencom-
ponents all about the same size (at least on average) and, thus, after the first filtering step, the
resulting vector may have a much smaller norm depending on how many eigenvalues in A remain
outside the damping interval [p, Amax|. Then, the orthonormalization step that occurs after fil-
tering this vector may increase the actual level € of the filtered eigencomponents. The purpose
of the second filtering step is to ensure that the filtering level of these eigencomponents in the
starting vector is actually very close to . In Section 4, we will discuss why this can be necessary
and, in Section 5, we will justify the chosen stopping criterion threshold. We have also forced
a double process of filtering in algorithm 3, where we repeated the steps (3.6) twice. Indeed,
the application of Chebyshev polynomial filtering to v(**1) in (3.6) may also induce a loss of
information, in particular when the vectors v(¥*1) have mostly large eigencomponents associated
with eigenvalues close to the cut-off value p. In this case, and because of the continuity of the
Chebyshev polynomials over the whole interval [Amin, Amax], the resulting filtered vectors z(F+1)
may have a norm that gets close to ¢ (e.g. the current level of re-filtering on the interval [1, Amax])-
This can be detected in the actual value of ds after normalization of the resulting vectors, and
applying a second time the filtering process (3.6) helps to guaranty that [|[¥| < e\/m(n —m)
(where m is the rank of W), at least until convergence is not about to be reached. Moreover, we
will show in Section 6 how this heuristic has a favourable cost/benefit.

We want to stress that our approach is not a polynomial preconditioning of the given linear
system. We exploit Chebyshev polynomials as a spectral filtering tool to perform implicitly
some sort of deflation with respect to the invariant subspace linked with the largest eigenvalues
in the given coefficient matrix A. Chebyshev filtering polynomials, in that respect, do not
present the same nice properties as projectors used commonly in such deflation, which have
explicit eigenvalues equal to 0 and 1. Still, they can partly mimic these properties, and offer an
alternative to achieve the same behavior in the Lanczos iteration as with deflation techniques,
but without having to effectively compute the basis vectors associated with this deflation. In
Section 4, we analyse in more details the theoretical aspects in this algorithm and discuss how
to monitor appropriately its convergence.

Once the near-invariant subspace linked to the smallest eigenvalues is obtained, we can use it
for the computation of further solutions. Several techniques have been proposed in the literature



Algorithm 1 (Chebyshev-based Partial Spectral Factorization
(CHEBYSHEV-PSF))

p©®
p® =random(n,1); and q(® = TG
1P|

z(9) = Chebyshev _Filter(q(©), e, [1t, Amax], A);
7(0)
O]
#(9) = Chebyshev _Filter(§©, &9, [1t, Amax], A);
(0)
20"

w=Av(®: andset G =gV = VTw;

while dy > ey/k(n — k) do :

(
(k+1) — w — VgktD), yet1) — P~
i W Ve FEGRE

©) and set dg = ||z(9|| and k = 0;

q

N>

and set 09 = 1;

V=v0 =

N>

k+1)

set 61 = [[p* V|| /Amax and § = max(e, §; x da);
for i =1,2 % the second round is optional %

z(F+t1) = Chebyshev_Filter(v**D 6, (11, Amax], A);

y ) — gk+1) _ vy Tyk+l).
y (k1) (3.6)

[y ®D][’
set 52 = Hy<k+1)|| and 5 - 52,

v(kE+1) —

if (62 > 0.1), break; % re-filtering is not useful %  (3.7)

end

Vv =1[V; v(’“‘l)]; and w = Av(F+D),

_ i1) 1
gt
G :
gkt = VTw: and G =
(k+1)
Ik
(k+1) (k+1) (k+1)
1 Ok Ik+1
set k =k +1;
end.

that consist of either updating the preconditioner or enforcing conjugate gradient to work in the
orthogonal complement of an invariant subspace associated with the smallest eigenvalues. In
[10] and [9], Giraud et.al. exploit the Chebyshev-based Partial Spectral Factorization algorithm



(Algorithm 1 above) to generate an orthonormal basis of a near-invariant subspace of A associated
with the smallest eigenvalues. They vary, in particular, the level of filtering from 10716 to 1072
and use the resulting information in combination with different solution techniques to compare
their behaviour and numerical efficiency with respect to the quality of the near-invariant basis.

Amongst these various solution techniques, one of our favorite remains what they called
INIT-CHEBYSHEV and which resumes in using the classical Chebyshev algorithm with eigenvalue
bounds given by p and Apax, as explained in [14, Chapter 4], to compute a first part of the solution,
and in performing an oblique projection of the residual onto the pre-computed near invariant
subspace in order to get the eigencomponents in the solution corresponding to the smallest
eigenvalues. The nice feature of this solution technique is that it exploits classical Chebyshev
polynomials which do not require scalar products, as with conventional Krylov solvers, and
presents therefore a good potential for parallel computation in distributed memory environments.
Additionally, the uniform convergence properties of Chebyshev polynomials also enables a forward
error analysis in this solution technique, and this will be the topic of Section 5.

To describe this solution phase, we also denote by

[r1,x1] = Chebyshev_Solve(rg, Xo, 0, [4, Amax], A)

the application of Chebyshev polynomial in A the purpose of which is to reduce by a factor of §
the eigencomponents in ry associated with the eigenvalues in the range [u, Amax], providing thus
the resulting residual r; = F5(A)rg and the corresponding update x; such that b — Ax; = ry.
The polynomials 1 — Fj; are homogeneous and

1= Fi(A) = AGr-1(N).

From this, and with the recurrence formula (2.5), it is easy to derive an equivalent 3-term recur-
rence formula that can be used to construct Gx_1(A)rp and which corresponds to x; above. For
technical details, we refer to [9, §3.1] where this recurrence formula is given explicitely. Using
this shortcut, the solution phase can be summarized as

The Z-azis indicates the logarithm of the absolute values of
the eigencomponents in each Krylov vector.

Figure 3.3: Eigendecomposisiton of the Krylov basis obtained after 28
iterations of the Chebyshev-PSF algorithm starting with the same ini-
tial filtered set of vectors as that corresponding to the experiments in
Figure 2.2.



Algorithm 2 (Solution  phase (INIT-CHEBYSHEV))

For any right-hand side vector b, set xy and rg = b — Axq,
and perform the two following consecutive steps:

[r1,x1] = Chebyshev_Solve(rg, xq, £, [it, Amax), A)

r=r; —AVG 'VTr, and x=x; + VG VT,

In Figure 3.4, we illustrate the behaviour of the solution phase error, on our small example,
for the values e = 1078 and ¢ = 1076, In Section 5, we will prove a general result that establishes
an upper bound of the error in the energy norm (i.e. the norm of the non preconditioned A).
The numerical results of Figure 3.4, are consistent with the theoretical upper bound and show
its tightness. It is also possible to iterate on that solution phase, and improve the solution with

Eigencomponents of residual Rk Eigencomponents of residual Rk

< Eigencomponents of error (xk - Xsol) i < Eigencomponents of error (Xk - Xsol)
I

R adk ] |
Tl s 1 ae i
A B ‘

L

i Jisdy
By

/| r !

L L L L L
0 20 40 60 80 100 120 140 0

Figure 3.4: Computation of the solution of a linear system with a right-
hand side vector b corresponding to a given random exact solution vector
x*. The filtering level € has been fixed at 1078 for the left plot and 10716
for the right plot in both phases of the algorithm.

iterative refinement in the usual way. Finally, we can observe that, in Algorithm 1, we may store
only the upper triangular part of matrix G and this will be enough for performing the Cholesky
decomposition of G in Algorithm 2.

4 An analysis of Lanczos and filtering interaction

Let us first analyse in more detail why the eigencomponents in the Krylov vectors that were
initially damped under some level € must increase at each Lanczos step, and how we may maintain
the desired level of “filtering” in these eigencomponents.

If V exactly spans the invariant subspace associated with all eigenvalues in the range [Amin, 1],
the Chebyshev iteration and the oblique projection steps in this solution phase can be performed,
though sequentially, in any order a priori. However, since Span(V) is only an approximation of
this invariant subspace, we prefer to perform the Chebyshev step first, followed then by the
oblique projection, because this enables us to increase the accuracy of the oblique projection by
“minimizing’ the influence of the eigencomponents corresponding to the eigenvalues greater or
equal to j in the inner product V' r; above. This can be of particular interest when the filtering



level € is not close to machine precision.
Consider, for instance, that we have built a current Krylov orthonormal basis V = [v(0) .. v(¥)]
with the property that

V=UI'+Uy¥, and ||¥| <c¢, (4.8)
with A = U; A UT + U A, UL '
A1 being the diagonal matrix made with all eigenvalues of A less than p and U; the set of
corresponding eigenvectors in matrix form, and Ao and Us the complementary corresponding
matrices.

Now, the next step in the Lanczos process is to build

p*tl) = AvH) — vvTAyK)

and to orthonormalize the set of s vectors p(*+1) to get the next entry v(**1) in the Krylov
orthonormal basis V. Using the decomposition (4.8), we can then write

pth) — U, Aw(k>_ppTAw<k>_F\I,TAWU@)

4.9
+ U, A2¢<k>—wTAQw(’f)—\IIFTAnW), 9

where v*) and ’l,b(k) are the columns in T' and ¥ corresponding to the vectors v(¥) in V.

Let us assume also, for simplicity, that ¢ < 1078 so that we can neglect to a first approximation
the terms in O(||¥||?) The factor of Uj in (4.9) reduces to

U, (Al’)’(k) - ITTAl’Y(k)) ;

and corresponds simply to the Krylov update one would obtain when working directly with a
projected matrix whose spectrum corresponds to Aj. The factor of Us in (4.9) reduces to

Us (Axw® - 9TTA7 M),

where the term Ag'z,b(k) is dominant since the maximum eigenvalue in A is less than the minimum
one in Ag. Therefore, the cancellation due to the orthogonalization process (4.9) occurs mostly
within the part in U; and, additionally, since all eigenvalues in A; are less than p, the norm
of the resulting part in U; must also decrease by a factor of (u/Amax) relatively to the part in
Us,. These two combined causes are responsible for the “staircase” effect that one can observe in
Figure 2.2 in the eigencomponents relative to Us of the Krylov iterates.

For these reasons, we have introduced the extra Chebyshev filtering steps (3.6) after the
actual Lanczos step in algorithm 1, in order to recover the above described loss of information
and maintain the norm of W+ (= Ugv(’““)) in the next set of Lanczos vectors close to that of
W) and recursively close to the actual value of |49 || in the initial set of filtered vectors v(9).

Convergence or near invariance with respect to U; can be detected when the new vectors
that are built become mostly collinear to the unwanted eigenvectors (in Usg), meaning that the
eigenbasis we look for is contained in the current Lanczos basis and resulting in an update
y 1 in (3.6) with a norm close to . This means that some of the filtered vectors, after being
orthogonalized against the previously computed basis V, still get a norm close to £ and thus must
become collinear to the subspace generated by Us (as described in the previous section).

10



5 Error Analysis
In the Solution phase we perform an oblique projection of the filtered residual. This implies
that we operate within R™ with scalar product x” Ax. Therefore, the residual is a linear form

belonging to the dual space, and the natural norm of the dual space is (r” A~1r)'/2. We observe
that:

Iella-r = [[x" = x][a.

The value ||r||a-1 can be evaluated by using the following expression:

Aer = (I-AzV(VIAV)'VTA2Z)A 2P, (A)ry
= (I-A2V(VTAV) 'VTA2)ALP(A)eg
1
= pA2V|[Py(A)eo|l2,

where p = (I — A%V(VTAV)*lVTA%), eo = A lrg = x* — x¢, and
v =Pr(A)eo/||Pr(A)eol|2. (5.10)
Thus, because ||Pr(A)|]2 <1 and [|egl|2 < ||A7%]|2Hr0||A_1 we have
[Iella-s < lpAZv]lallrolla-1[[A 2. (5.11)
Moreover, we can introduce the following representation for v:

v = V(+(I-VVhy
¢ = argmin||Vy — v||2.

Then the following relations hold:

1pAZ (V¢ + (T = VVT)v)[[
lpAZ(I - VVT)vl];

1
lpAzv|]

1
< pllllAz|2/[(I-VVT)v|
1
< JJAZ|[o]|(IT - VVT)v]o.
Finally, from (5.11) we have:
r — 1 1

eIz A A3 o) 1= VYT, (5.12)
|[rol|a—1

The following theorem gives an upper bound for ||(I— VVT)v||y in terms of the filtering level ¢.

Theorem 1 Let Uy € R™ ™ be the matrix of the eigenvectors of A corresponding to Ay and
U, € R™(=m) pe the matriz of the remaining eigenvectors of A. Let V. € R"*¢ be the full
basis generated by Algorithm 1 using a filtering level € and v be the vector defined by (5.10). If

c(n,m)e <1 (e(n,m)=+/(n—m)m) and £ > m then

(X = VVTD)v||y < 2ec(n, m)(1 + ec(n, m)).

11



We give the proof in the case n — ¢ > £ > m: the case n — £ < £ can be proved making few and
evident adjustments on the matrix 3 in the CS-decomposition that appears in the following. The
filtering process at the start and during the algorithm computes a matrix V and vector v such
that their representations in the eigenvector basis U = [Uy; Us] of A have the form: V = UH
and v = U¥, with H'H =1, and

m l—m
N N
_ _ Hy1 Hyp tm
H*[Hol Ho2]* |:H21 H22:| }n_m7

=],

Moreover, each entry in Hy; and V9 is bounded by ¢ and we have

[[Hotllz < [[Hat|[r < c(n,m)e
V2]l < Vn—me.

Owing to the orthogonality of H, we have that

I-vv? = Uud-HH")U” = U(I - [H, H,,] [He H,o] ") U”
= U(I-H.H], - HoH,)U"

= U( olHoTl)(I - H02H.T2)UT

= U(I-H,HL)I-H,H])U"

Under the hypothesis n — £ > ¢ > m, the CS-decomposition of He; takes the form [17]:
H,, = wzQ”

where WIW = WW7T =1, QTQ = QQ” =1, and

C
W, Omx(n—m)
W = ) Y= On—2m,m )
Oz;x(n—m) W S

with C = diag(ci,...,cm), S = diag(s1,. .., 5m), and C? +S% = I. Moreover, because ||Ha1||2 <
c(n,m)e then [|S|l2 < ¢(n,m)e and /1 —c?(n,m)e? < [|C|l2 = ||Hiill]2 < 1 owing to the
hypothesis ¢(n,m)e < 1.

Therefore, we have

I-VvVh)v = UI-H.,HL)I-H,H))%

<> <>

T
= U(I-H,HL)W I—ZET[ 11
2

ot

From the CS-decomposition, it follows that

I-Cc> 0 -CS S? 0 —CS
1-xx7) = 0 TI,9n, O = 0 I,on O
-CS 0 I-8§? -CS 0 C?

12



Then, we have

I-VVTh)y =
S?°WTv, — CSWIiv,
U(I - HoHL)W - . . (5.13)
N ) .
[ —Cs o}wlT"l*[ 0 e ]ng?
Finally, from (5.13) we obtain
c2(n,m)e?||¥1 |2 + c(n, m)e||¥
H(I*VVT)VHZ < ( ) H 1”2 ( A) || QHQ
c(n, m)e|[¥1][2 + [[¥2][2 )
2 216 o
| O mela + cn miel 9ol || _—
c(n, me[[¥1]l2 + [[¥2|]2 )
The thesis follows from the bounds |[¥2||2 <€ and V1 — &2 < ||[v1]]2 < 1.
Finally, from the previous theorem and (5.12), we have
A < o, myel|Ab |2 (5.15)

[Irol|a-

The choice € equal to machine precision is adequate when an “a prior:?’ information on
the condition number x(A) = ||A||[|[A™!| is not available. However, this choice can be quite
conservative. Inequality (5.15) gives the possibility to choose the value of £ as a function of a
threshold 7 we want to impose on the scaled dual norm of the residual

[|r|[ a1
|[rolla—1 —

In this case, given an approximation of the square root of the condition number of the matrix A,

we can choose € as -

K(A)

In this way, one may even expect to obtain a solution as good as with a filtering level close
to machine precision but without the expense of computing a basis with such a high numerical
quality.

E =

Remark 1 Another way, directly connected to Theorem 1, of testing convergence or near invari-
ance with respect to Uy in Algorithm 1 is:

to generate an extra random vector at the beginning,
to filter it under the level ¢ and normalize it, and

to test when appropriate (e.g. when 02 becomes small) if the norm of the orthogonal projection
of this vector onto the orthogonal complement of the computed basis V is close to € or not.

6 Practical and numerical issues

6.1 A small example

The small example used in order to illustrate some numerical aspects of the algorithm has been
generated by extracting a 137 x 137 submatrix from a more complex problem. The example is not

13



completely artificial and it can be downloaded at the home page of the authors'. In Figure 2.1,
we present the spectrum of this matrix and we poit out that only 26 eigenvalues are within the
interval [Amin, Amaz/10] = [1.0897 10713,2.5923/10]. In Table 6.1, we illustrate the behaviour of
Algorithm 1 on our small test example for both e = 1.0 1078 and e = 2.2 10716 and 1= Amaz/10.

Finally, it is important to notice that the number of extra filtering Chebyshev iterations at
each Lanczos step is less than the number of Chebyshev iterations performed at the starting
point, since the degradation of the information is very gradual (see Table 6.1) until the very last
steps when the dimension of the invariant subspace associated with all eigenvalues in the range
[Amin, ¢¢] is about to be reached.

Filtering level : ¢ = 2.2e-16 Filtering level : ¢ = 1.0e-8

15t filter step 2nd filter step 15t filter step 2nd filter step
Basis Cheb. Value | Cheb. Value Cheb. Value | Cheb. Value
Vector iter. of & iter. of 6y iter. of & iter. of d
v(©) 60 -~ 2 - 31 -~ 3 -
v 14 0.89 12 0.64
v(® 11 0.64 10 0.67
v(®) 10 0.80 10 0.58
v(® 10 0.56 10 0.79
v(®) 10 0.61 10 0.67
v(©®) 10 0.85 12 0.88
v(D 11 0.60 10 0.66
v(®) 14 0.99 13 0.19
v(©) 15 0.95 10 0.25
v(10) 13 0.19 14 0.98
v(1D) 10 0.26 15 0.98
v(12) 15 0.99 16 0.45
v(13) 17 0.99 12 5.6e-2 6 0.72
v(14) 20 0.76 9 0.12
v(15) 15 1.8e-2 7 0.26 17 1.00
v(16) 9 0.37 24 1.00
v(17) 20 1.00 21 1.00
v(18) 27 1.00 27 1.00
v(19) 29 1.00 27 0.29
v(20) 28 1.00 22 1.2e2 9 1.00
v 33 0.92 17 1.2e3| 12 5.7e-2
v(22) 27 6.0e-4 13 1.00 13 2.8e-2 7 8.6e-2
v(23) 19 5.3e-4 13 0.58 31 1.00
v(Z4) 20 1.00 31 1.00
v (%) 49 1.00 31 Tded | 13 1.00
v(20) () 58  3.2e-16 | 58  3.7e-16 | 31 829 | 31  8.2e9
v (1) 60  4.9e-17 | 60  9.7e-17 | 31  8.0e-9 | 31  8.1e9

Table 6.1: History of convergence for the small sample of size 137, u = A\paz/10

"http://www.numerical.rl.ac.uk/people/marioli/ ArioliRuiz/small137.mat
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In Table 6.1, we compare the number of Chebyshev iterations at each filtering step with two
values of €. We observe that these mostly differ in the first and last filtering steps, and that during
the intermediate stages when building the near-invariant subspace, the number of Chebyshev
iterations do not vary much with the choice of €. Indeed, the intermediate Chebyshev iterations
simply aim to recover some potential increase in the level of filtering when we orthogonalize the
current Krylov vectors with respect to the previous ones and, as described in Section 4, this may
not be influenced by the choice of the filtering level at least for values of € less than the square
root of machine precision.

The first filtering step is obviously directly linked to the choice of the filtering level e since
its purpose is to filter some random starting set of vectors under that level. At the final stage
also, when convergence or near invariance with respect to U; is reached in the partial spectral
factorization phase, some vectors in the last computed set have become strongly collinear to the
unwanted invariant subspace generated by Us, and a full re-filtering similar to the starting one
is required again.

Remark 2 If we sum the filtering steps for ¥1 to Vo during the anaysis phase for both ¢ =
10716 and e = 1078 in Table 6.1, we have respectively 489 = 456 + 33 and 471 = 424 + 47
before convergence is achieved. Therefore, the global cost of matriz by vector product increases as
function of € only during the initialization phase and the solution phase.

As discussed in Section 5, the filtering level with respect to Ug in the computed near-invariant
subspace also influences the “numerical quality” of the computed solution in the second phase
of the algorithm. Figure 3.4 shows the eigencomponents of the error and residual obtained after
completion of the solution phase, with a filtering level with respect to Us equal to 10~% in both
phases of the algorithm. The right-hand side vector b corresponds to an exact solution with
random entries. We can observe that the eigencomponents relative to Us in the residual are all
close to €, and that those relative to Uj are even smaller and close to €2, with the eigencomponents
in the error vector being simply divided by their corresponding eigenvalue. This observation is
reflected by the error analysis in Section 5 and the results in equation (5.14) where we can see
block-wise that the projected filtered vector (I — VVT)v has eigencomponents of order £2 with
respect to Uy and of order € with respect to Us. Of course, this result holds for an orthogonal
projection and not an oblique projection such as that actually performed in the solution phase.

Following this discussion and that of the previous sections, we may also expect to be capable
of improving the solution using iterative refinement in the usual way, provided that the filtering
level € is less than the square root of the condition number of the iteration matrix A.

6.2 A PDE example

We generated our test problem using pdetool© under Matlab®©. Let Q be a simply connected
bounded polygonal domain in R?, defined by a closed curve I'. In the following, we will denote
by H'(Q) the space of all distributions u(x) defined in Q that satisfy

1/2
l|ull1,0 = </ |Vu(9:)]2d1:—|—/ u(w)\2d$> < +00.
Q Q

Finally, we will denote by H{ () the closure of the space of all infinitely differentiable functions
with compact support in Q in H*(Q), and by H~1(£2) the dual space of H}(f2). Let

a(u,v) = /Qﬁ(a;)Vu -Vudz, Yu,v € HY(Q) (6.16)
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be a continuous and coercive bilinear form: Vu,v € H}(Q), 3y € R4 and 3IM € Ry such that

Mullfo < alu,w) (6.17)
a(u,v) < Mllulliallvllie, (6.18)

and L(v) = [, f(x)v(z)dz be a continuous linear functional, L(v) € H~'(£2). Using the hypothe-
ses stated above the problem

: 1
{ Find u € Hy(f2) such that (6.19)

a(u,v) = L(v), Yv € H(Q),

has a unique solution. Our test problem is define on a L-shape domain © of R? and we chose
boundary condition zero.

In Fig. 6.5, we plot the geometry of the domain 2. In problem (6.19), we choose the functional
L(v) = [o10v(z)dv, Yv € Hg(2), and in the bilinear form (6.16), the function K(z) € L>®(Q)
takes different values in each subdomain:

1 ZEEQ\{QlUQQUQg},
A(r) =< 10° =z € Qy,
10* z € Q.
Using pdetool®©, we generated a mesh satisfying the usual regularity conditions of Ciarlet 8,

[QN)] an

0,0 on

-1,-1 ©.,-1)

Figure 6.5: Geometry of the domain €.

page 132] and we computed a finite-element approximation of problem (6.19) with the use of
continuous piece-wise linear elements. The approximated problem is equivalent to the following
system of linear equations:

Au=hb. (6.20)

In our mesh, the largest triangle has an area of 3.123 x 10™%, therefore, the resulting linear system
(6.20) has 16256 triangles, 8289 nodes, and 7969 degrees of freedom.

Moreover, we used three kinds of preconditioners: the classical Jacobi diagonal matrix,
M = diag(A), the incomplete Cholesky decomposition of A with zero fill-in, and the incom-
plete Cholesky decomposition of A with drop tolerance 10=2 [13, 15]. Using the incomplete
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M H(Mil A) € Amin Amax

1 2610° [41077 371073 | 9.6 10°
Jacobi 6.810° [ 11076 (311079 | 2.08
Inc. Cholesky(0) 94107 |3107% | 1.7107%| 1.6

Inc. Cholesky(1072) | 6.2105 |[1107° [ 181077 | 1.1

Table 6.2: Estimates for x(M~A), Amin, Amax-

H = Amax/’y Preconditioner M

~ Identity | Jacobi scaling | Inc. Cholesky(0) | Inc. Cholesky(10~2)
10° 3

108 41

107 >200

103 3

500 5

200 18

100 43 3

50 89 11

20 >200 32

10 68 3
b) 157 9
2 >200 40

Table 6.3: Number of eigenvalues in [Amin, -

Cholesky decompositions, we computed the lower triangular matrix L such that M = LL”. In
Table 6.2, we report on the values of the condition numbers x(A) and x(M~1A). The condi-
tion numbers of the preconditioned matrices M~ A are still very high, and only the incomplete
Cholesky preconditioner with drop tolerance 1072 is an effective choice. For these class of elliptic
problems when finite-element method is used, Arioli [1] showed that the threshold 7 in (5.15) can
be set to O(h) = O(V/6.246 x 10~*) the square root of twice the area of the largest triangle in
the mesh. This choice will allow to achieve a final error in energy norm of the same order as the
final finite-element approximation error. Own to (5.15), we fixed the value of ¢ as
T

= —.
k(M~1A)

In Table 6.2, we exhibit the chosen values of € computed by the previous expression, and in
Table 6.3 we exhibit the number of eigenvalues in [Amin, g for selected values of the parameter
w1 and for each preconditioner. From the data, we can see that the original matrix is very badly
scaled, and the Jacobi preconditioner is able to cluster the eigenvalues even if the matrix has still
few small eigenvalues.

In Table 6.4, we summarize the behaviour of Algorithm 1 plus Algorithm 2 in computing the
solution.

We can observe, for different values of the parameter p, the total number of Chebyshev
filtering iterations performed in the spectral factorization phase, as well as the actual size of the
computed Lanczos basis. We also indicate the number of Chebyshev iterations that have been
performed in the solution phase, as well as the final energy norm of the error corresponding
to the computed solution. The number between parenthesis are those obtained for a value of
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= Amax/7Y Spectral Factorization Solution phase
~y Tot. Chebyshev | Size V || Chebyshev Error Energy
Iterations Iterations Norm
Jacobi
1000 1030 (1004) 3 231 71073 (2.6 107°)
500 1101 (1114) 5 163 6 107* (7.0 1079)
200 2234 (2615) 19 103 2.510% (4 107°)
Inc. Cholesky(0)
100 433 (248) 5(3) 68 7.4107° (1.8 107°)
50 462 (503) 9 48 31073 (1.3 1079)
Inc. Cholesky(10~?)
10 | 55 (70) | 3 [ 19 [82107°%(3310°9)

Table 6.4: Summary of the results of Algorithm 1 plus Algorithm 2

the filtering level € fixed to 1078, the other values being obtained with the level ¢ indicated in
Table 6.2.
In the experiments, u®) is the computed value at iteration & of our algorithm and we use the

energy norm for the vectors:
lylla = Vy"Ay.

Finally, we assume that the solution u computed by a direct solver applied to (6.20) is exact, and
we assume that &£, the energy norm of the solution @ on the finer mesh with ~ 129409 degrees
of freedom, is a good approximation of \/a(u,u), the energy norm of the solution u(z) of the
continuous problem (6.19). We then consider

u”Au
E(u)=1/1- gz
which is equal in this case to 3.6 1072, as a good estimate of the finite-element error [1]. We can
observe in Table 6.4, that the level of the energy norm of the error for our computed solution
is always below €&(u). Finally, we point out that &(u) = O(h) which justifies our choice for the
value of T above.

6.3 Solution phase and multiple right-hand sides

It is also possible to make a different choice for the final solution phase. We can use, for instance,
the conjugate gradient method in combination with the Chebyshev-filtering technique to solve the
problem. To take advantage of the information computed in the first phase within the conjugate
gradient method, it is sufficient to project the initial residual by the oblique projection onto the
invariant subspace represented by V, viz.

u® =RV (VIR TAR V) VIR b,

in order to get the eigencomponents in the solution corresponding to the smallest eigenvalues as
described in Section 2. Then, we can apply straightforward the conjugate gradient method on the
preconditioned system with the above starting guess u®. In [10], an estensive experimentation
of this approach is presented. We point out that the matrix VIR ARV can be computed
during the spectral factorization in Algorithm 1.

18



We are also concerned with the consecutive solution of several linear systems with the same
matrix and different right-hand sides. In such cases, the consecutive runs of some iterative
methods like the conjugate gradient algorithm without any deflation can be computationally
prohibitive.

From the costs of the spectral factorization illustrated in Table 6.4, we can then see that within
7 successive solutions in the worst case, we can counterbalance the extra cost in terms of matrix-
vector operations paid when building the near-invariant basis in the partial spectral factorization
phase. This amortization is even quicker when the initial preconditioner manages to cluster well
the eigenvalues in A, as for instance with incomplete Cholesky with drop tolerance 1072 in the
case of this PDE test problem. However, it is also clear from the results presented in [10] that the
conjugate gradient method achieves in much less iterations than the Chebyshev based solution
phase the same level in the energy norm of the error. Obviously, the conjugate gradient method
minimizes explicitly this energy norm in the course of the iterations, whereas the Chebyshev semi-
iterative method minimizes the Lo, norm of the residuals over the interval [i, Amax]. Nevertheless,
the Chebyshev semi-iterative method involves only matrix-vector products but no dot products,
and this can be of some advantage in particular in parallel distributed memory environments.

7 Conclusion

We have introduced a two-phase iterative-based approach for the solution of ill-conditioned linear
systems. The method is based on a deflation process that identifies the ill-conditioned part of
the matrix, and involves the use of Chebyshev polynomials as a filtering tool. The preliminary
experiments indicate that the proposed technique has a good numerical potential.

Moreover, this algorithm is based only on kernels commonly used in iterative methods that
enable us to keep the given ill-conditioned matrix in implicit form. It requires only matrix-vector
products plus some vector updates, but no dot-products. This remark is also of some importance
in the context of parallel computing, and in particular in distributed memory environments.

We plan to investigate if some of the ideas from the adaptive Chebyshev iterative method (see
[11, 14]) can be incorporated to adapt the value of y slightly during the process. At present, the
cut-off eigenvalue p is fixed a priori and does not change afterwards. However, the experiments
indicate that it is better not to choose p too small because it will result in a strong increase in
the overall number of Chebyshev iterations. Moreover, it is important that p falls in between two
clusters of eigenvalues and is not in the middle of a cluster. Indeed, in the latter case, it could
be interesting to move the value of i slightly to incorporate more eigenvectors into the unwanted
invariant subspace Uy and to decrease substantially the dimension of the subspace that will be
approximated and, consequently, the total number of operations to perform.
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