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This document definas a Remobte Procedure Call (RPCY protoecol for
use on an FEthernet, The protocel is delibarvately kept simple in
arder Lo allow as much bamdwidth as possible to be exkracted from
the Ethernet. Provision is made for the detection of  lost
Fithernel  packets and a "no response’” mode iz included ko provide

the equivalent of "window size" in connaection-oriented protonols
. 25
(e.p. X25).

The basis of the RPC mechanism is that a process in one network
machine wmay call a specified routine in another network machine.
This would normaliy involve the exchange of Lwo messages on the
network. The first makes the request and passeg  parvameters for
the  vequested routine. The socond is a response which may return
parameters from the routine. The underlying noetwork is assumed to
be of  the datagram type (i.c. no virtual civcuit need be
established).

This specification defines two extensions to the basic mechanism.
The first of these allows a remote procedure Lo be  invoked but
does  not request a vesponse. This allows for the Lransmission of
bulk data at a higher rate than the simple request-response
rrocadure.  The second extensien raquires that before any RP(
interchange the requestor should send a multicast message
containing either the nawe of the target machine ov the generic
name of the service required. The vesponse to this will be the
physicnl  address  (on the Ether) of the required server machine.
This allows for the ecasy exchange of interface boards which may
have [ixed Fthernet addres

ee. T also allows for several machine
te provide aquivalent services and for actomabic hunting for a
free server.

Two basic types of interaction are possible between requestors
and  sevrvers. The first involves a sequence of interactions (e.g.
a file transier) and mechanisms exist within RPC to  detoct lost
interactions in this Sequonce, The second §is a simple
"single-shol" mechanism which allows for single  request-response
transartions.

Implemcntation.

TE is  Aassumed in this specificalion that within a given machine
there will be a "manager" process for RPCs  which communicates
with rthe Frher, with one, or more, "server"” processcs which
service RPC requests and with one, or more, requeslor procasses
which  make RPC reguests (Figure 1)}, No recommendarions are made
as Lo the implementation of the manager —serverfrequestor
sbructure  as Lhis i5 opprating system dependent. Indeed, in some
cperating systems it may be nec

sary to combine all  functions
inta a single process. However, §b is necessary for at least a
tegical distinction ta oxist as the manageyx and
servers/requestors are addressed  independently by the RPC
protocel

ricr Service,

This protocol is defined to wse a connectionless carrier service.
Tn the case of Ethernet this will be IEEE 802.2 LLC 1.

The carvier serviee may lose data bub any data delivered Lo the
R¥C manager is assumed to be correct.

The carrier service must  suppart the delivery of «datn o a
specific address and also to a specified melticast address.

The protocol is defined in terms of 16-bit words.

Ta allow for the transmission of byte (text) data between
machines with different byle ordering within this word a flag is
provided within the transmission block header te determine the
byte ordering tn the transmitted data. Tt is the responsibility
af the receiving machine to correct any incompatability, however,
it ie possible Lo provide procedures that will allow two machines
te determine each others byte ordering requirement and agree on
which machine should resolve any incompatability. This will allow
the best suited machine to do the work.




Use of the "No respon

The no response option allows highar throughput when transferving
bBulk data. Tt should only be nszed in the datax  phase of a file
transfer.

The basic procednre is as follows.

Roguestor

v

Write data  —--oomooee > Write data
(no response}
Write data

{no responge}

Write cdata

Write data

(respond)

WVrite data

wait for vesponse
<

Rasponse

Write data

Write data

abe.

Wote that after sending a "write data” rvaquest with response
requestad the requeostor must wait for the response hefore issuing
Any mora requests,

The number of requests issued before a reponse  is requested s
application specific. However, it may be possible to overvun the
inpul data buffering of the receiving machine and, therefore,
lose data blocks. At the Jeast this will involve retransmitting
somae daka  and  will  adversely affect throuphput. It may bhe
necessary  for  the requestor Lo agree with the remete manaper on
the number of ocutstanding ne-response requesls 8o as  toe  rerduce
data loss to an acceptable level.

To ensurce carrecl recovery after an error  the following  yule
needs to be obeyed.

The iast data block in a tranaler must request a responseo.

g ef the Manager Process.

The  manager  process handles all communications wilh the network
And rouvtes data btocks toffrom servar{requestor processes.

The manager process may create new server processes on request.

A Tequestor process may connccl to Lhe manager Lo requaesl service
from a remote server process.

The  manapger  process handles  Lthe no Tasponso aption. All
commonications between the manapger and its servers are of Lhe
request-raoasponse Lype.

The manaper chrcks for lost  data  blocks {using the sogquence
number on received data blocks) and reports this at the earliest
possible Uime te the requestor process (but not the sarver). The
requestor process is thus responsihie for error recovery.  When
returning  a last valid sequence nomber the manager should always
raefer to the last request that it knows has been actioned by the
BRArVeY .

The manager process  should  validate the network address and
process 1D for all non-single-shot requests.

There should be no special internal routing within the manager
process (i.a. all requests should be transmitted cven though they
may be actioned Tocally).

Tes for Error Recovery.

The requestor is rvosponsible for all error vecovery.

To  aid in error recovery the following rules should be followed.
{Notec that rufe b has Already besn stated in soction 7.2

a) A1l requests  should bhe classified as ohae of Lwo bypes.
The first type includes those requests inveking a
non-repeatahle action (n.g. to increment a aounter, or to
open a fila). The second type  includes  thoese requests

invoking a repeatable action (e.p. return status, or

B



<lose a [ile).

b} No-response requests should  aniy  be used for  data
transfer. The last data block in a transfer must Toquest
a response.

) When a non-repeatable request fails  the orvor reCOVery
should be Lo inveke a repeatable  request. When oa
repeatable request fails it should be rapealed up to some

specified (finite) limil.

Al the requestor-manager process intevface [t is vecommonded that
System names oc pencric service names are used to iddentiiy the
remote  wmachine.  These  should then be  mapped by the manager
process  into  a  physgsical  Ethernet  address. This mapping is
performed by use of the multicast address (eature of the FElher.,
Although this involves a lorger sntup Lime for an  interaction
there are some significant beneflits.

a) The manager does not have Lo keep name-to-address
translation tables.

LY The use of generic service names becomes available.

¢} Most  FEthernet boards have fixed physical addresses which
ramain with the board (not the system). Therefore, when a
Fanlty board is changed Lbhe rhysical  address of the

system will al change. This problem is aveided by the

nse of multicast Lo perform name-Lo-nddress transiation.

When an requestor makes a new service request (e.p. a request for
a  single-shot process or  a request to create a new server) it
provides the name of the remote sevrvice it requires. The mannger
process  then  dissues a multicast messape containing the name
asking for any services wilh that name Lo respond. The manager
biuilds  an  address list (up to a maximum length specified by the
Fequestor) containing the physical  address (i.e. the FEthernet
zourae  address) of 2l1) services that respond. After a spnas fied
time the address list, plus a counk of the total nomber of
YESpONSses, is veturned Lo the veqnestor which may then decide on
which address to use. (If subsequently the requestor finds that
the selected system cannot actually perform its requests then it

G

may select anobthey address from the list).

The muliicast packet coutains a seaquence number which provides an

fdentification by which Lhe managey may vrelate respons to
requests. This allows  the manager  to have several multicasts

ountstanding at any one Lime.

10, Error Dete

The vequestor procnss sheoald supply a timeout for the execution
of a vrequest. The timesaut period should be supplied to the laocal
manager as part of the request. The local manapger will  implement
the  timeour  and complete the requestors request with an ercor
indicated (in SYSRESPY if the specified period is exceeded,

The  viweout  period specified by the requestor must allow for
network proporgation delays and for the execution of the request
by the server.

To provide compatibility across implementatlons a  resolution of
onr second should be provided when specifying the timeoul period.
The manager wmay use a more coarse resolution  than  Ethis  if
necessacy  provided  that  Lthe specified peciod in a request is
Tengthened.

The sequence number in the transmission bloeck should be provided
by the requestor process. It is a I6-bik, positive inkeger
(MOD 65536) which should Lre =26t Lo D in the firse refquest sent Lo

the server and should be incremented by one  in  each  suc

reding
request .

The remote manager uses the sequence number  to check  for  lose
blocks.

The leral manager vses the sequence number to check  For delayed
responses which arvive after Lhe Timeout period has expived.

The following procedure should be followed after a timeout .

After detecting the timeout the local managar completes the
request with an ercor code in SYSRESP indicating timeount.
The requestor  should then send a "ch

-status” request to

7




the remote MARTIASCT -

The  rvemobe  manager replies with the sequence number of the
Tast  data block it received which it knows has  been
processed by the server. Tt alss  dindicatee whether the
server is curveatly processing a vequest and  whether  thove
are  requests waiting  te  be processed by the server (this
should only be possible if the no-rvesponse option  is  being

neegl),

The requestor can now decide on its nryrovr  recovery  action.

Note  that Lo  ensare corvect rvecovery aftev a timcout the

ronan from the remote manager should  indicate thal  the
sarver is not  processing a requesl oand that therve are no

wailing requests.

r the  request for status times—out Lthen it may be rotried
several ftimes before the reoquestor decides that thece is  aon

unrecoverable oryor.

i
The  sinpgle-chol procedarn allows requests Lo be made which are
not related to any ather request. ATl requests  to the remote

manager process (SERVIN=N) and the sinple-shol procoss {SERVID=1}

are of this type,

For singlo-shot requests the remote manaper bypasses all validity

rhecking {i.e. sequence vumber, address).

Sinple-shol requests misl always be repeaktable,

The "check-status" manager request is invalid when  asked abont
SERVID=0 or |.

Singla-shot requests need to inciude a soquence nomber  bul this
is only usad by the local manager to relate a response Lo the
oripginal request amnd to ¢igaard responses that  arrive aflLer a

Limeout .

12: Transmibted Block

fwo Lype of dalta transmission black ave definnd, one for data and
one for miiticast. These are chown helow.

Note  that all addressing is in terms of 6-bit words. Within the
block henader Che least significant 8«hits of a T6-bit ward shoul«l
be Lransmittad first te the FEther followed by the most
gipgnificant 8-bits,

The same formal block is need for the responsas. Naote thal the RiC

D= are not changed around i the responsn.

Tt i=s possible Lo reserve a paramcter field for a response bt
not a parameter data area by coding a zeroe offsat,

Altternalively, the parameler offset may be set  but  Lhe
transmizseion block Lrancated after the last input  paramcier for
Lhe remole voutine. In this way the requastor may [orce alipnmment
o the returned <lata.



12,1, Commen t Format .

Roth types of btransmission bleock have a common  header which g
delined as follows.

ngth

BDescription

dac  hex

! 1 DEVWRK Nevice ¢driver workarea
l H 1 1 LENGTH Frame length {in bytes)
{Fxcludes DEVWRK and
LENGTH) .
2 2 3 )] REMOTE Remote FEther address
B Rl 3 3 LOCAL, Local Ether address
i 8 s 2 [REM LLCU Hleader [ield.
{3 octers padded wilh
a trailing nultl octet)
ta A H | TIMEOUT Timeout In seconds.
11 B war o ovar ——— Start aof information

field. Sce below.

The requestor should set the remote Ethernel address (REMOTE) but
may leave the local Fthernet address (LOCAL) undefined. The Iecal
managar or the local ether interface will dosert  the local

address,

[n some cases the local manager may need to reformac the starl of
the transmission block to  suit its ekbher inteviace. Tt Vs not
expected that all the data in the block will be moved din  Lhis
casn buat that  the local manager will start 1/0 requests to its

ether interface from addresses other than the start of the block.

The server s responsible for inverting the addresses in a

TeRPOINEL .,

12,2, Information Fie

Offset
dec  hex
11 B
12 4
13 ]
14 E
[ F
16 [
i7 11
21 15
22 i6
21 17

x x

x+1 ok

w42 u

¥ ¥

7 =

Frnel of

Lergth
dec hew
1 !
1 1
i 1
! 1
1 i
1 1
4 4
i 1
t 1
1 ]
H 1
1 l i
2 var o var
var  var
var s
block.

Field Name

MYTDN

SERVID

FLAGS

SEQNO

5YSRES

SRVRES

NAME

PCOLNT
PI-0OFF

Pl-LEN

Pr-OFF

Fn—LEN
Pl

|3

P

for data blocks.

prion

N of the requestaor
process. (A 1H6-bit integer)
ID of the server

process. (A 16-bit integer)
A flag Field. Sce below.

(A I6-bit binary field)
Sequence nomber used whoen
there is a sequence of
interactions between the
requestor andd server
pProcesses.

(A 16-bit positi

or. Mod-065316)

Sysbkem response. Geoncrated

ve
integ
CREL
cated
by the server process,

by the manzper proc

Server response. Gene

-

Name of the requosted
procedure.

A text field left justifier
aned padded wilh blanks.
Subject to byte ordering.
Number of parameters.
Offser {{rom start of

data bleck) to start of
parametar 1.

(A 16-bit integer)

Lenglh of parvameter 1 in
bytes. (A 16-bit jinkteger).
Difset to stark of
parameter o.

Length of
Parvamerter 1.

parametar .

Parameter 2.
Pavameter n.




The flag [ield is defined as follows.

F1.AGS

Pit_setting Name Dascription

S RES) A response i reqnired Lo
this Tteguest.

ere emen e een] NORESP No response is redquired Lo
this requast.

e A BRYTED Ryte ordering is as for
DEC machines.

e BYTEND Bytr ovdering apposite to
DEC machines.

e | B REQUEST Thiz block is a request

[ RESPONSE This block is a rasponee

e e MMEX M. Rraerved

MK NMER aem s available for communications

between a rogquestor/sorver
and the manager process.
{(Implemenkalion speaific).
Set Lo zevo in the
transmitted hlock.

The server T0 field is delines as follows,

Use

QO Addresses the manapey procesg
Addresses the single-shot procass

n Addresses a specific sorvoer process

To reserve a parameler position for yeturned data but  te  aveid
sending an wndefined (and redumdant) data area in the request the
parameter of fset may be set Lo zero. The serveyr process may then
place the <aka Lo be returned at the end ol the transmission
black {thus increcasing its length) and set the parameter  offsct
accordingly.

The secrver may veduce the size of the response data Dbleck by
removing nnwanted data from the block auwd setting  the
rorvesponding parameter offsel to zero. To facilitate this it is
recommended Lhat larpe daka pavamelers sont from the requestor Lé
the sorver are placed at the end of the transmission block.

.



12.3. Information field for mulLicasc.

Length Field Name Lion
dec hex dea hex
1l B 4 4 SERVMAME Name of the requested
seyvice.,
15 F 1 ! SERLEVEL Service lavel.

{A 16-bit integnr)
i6 10 i 1 SEQNUNM Sequence number.

Used by the local

manager toe match

responses with
raguesks,

b7 I i 1 TOTRESP Total number of
Yesponses yoooived.,

{A 16-bit integer)

18 12 1 i MAXRESP Maximum number of
responses to he put
in list.

(A T6-Dbit integer)

149 1% vayr  wvar ADDLIST Address list work
area. Each address
requires 3 worde aned
should be followed by
a word containing the
sexvice level for that
address.

The actual Lransmission  block for malticast may be berminated
after SEONIRL., However the Full block needs to be passed from  the

ramuestor to the local manager. Fields after SEQNUM are used by

the Joecal manager to recovd the malticast responses  amd  return
them to the requestaor.

A response to the alticast should only bhe returnced by sysbtems
containing  the named service. The response packet should be
formatted as a normal data block (see section 12.2) as [ellows:

4

MY D
SERVID
FELAGS
SEONO
SYSRESP
SRYRESP
NAME

0
RESPONSE

Sequence number

(s seclion
K
"MULTTCST

14y

w

of

multicast

packet



13. Bequests te the remots

This =section details the parametor fields for requests Co Lhe

YOTOLS ma nager.

Check-slatus requests the statre of data transfors to 2  speecific
snrvaer. The request is invalid for the manager process iLtsalf and
for the sinple—shat server.

The  vequest shoold be divected to SERVID=0 (the remolbao manapger )
and should have NAME=CHESTAT.

Five paramcter fields are vequived., The (irst supplies the server
TD to the remote manager and the remaining 4 are for the reomote
MANERRT S TESpOnse .

Contents Notes

1 Server-1n The server (or which status
i= boing requested.

2 Sequence The segnence number of the
Huamber last block actioned by the
sQrver .
3 Quene The number of bLlocks waiting
Length Lo he actioned by rthe sevver,
& Server 0 Server nol processing a request
Status I Sorver processing a raquest

-} No server with specified 1D

5 Manaper The sequence mmber the remotbe
Sequence manager oxpects in the next
Number transmission block to the sevver.
16

ale Server.

Crealoe-soarver roquests the remote manapgeaer o creabke g onow seorver
nrocess of the specified Lype.

The  request should he divected ta SERUID=0 (the remote manaper}
and should have NAME~(SERVER.

There  ds  one  parameter which containg the typr of server to be
createod.

Parameter  Contents NoLes
1 Server The Lype of server to be crealed.
Type {An B-character text field, left

justified and padded with hianks)

(Valnes for Server-Type to be defined)

13.3. Belete

Delete-server requests the remobe manager to delete the specified
server.

The request should be divected o SERVIND=0 (the remote manager )
and should have NAME=DOSERVER.

There is one parameter which contains the 11 of the server o he
deleted.

Paramet Notes
T Server The TD of server to be
I deleted.



System response codes.

This scction defines the possible values For SYSRESP, Lhe system
response code.

SYSRESP

BT T TS e e e e L v

| | I I | I

FEL DI R reserved { codefoount

H | ! ! | |

e e e e A e e e 4
bit 1 2 3 4 8 9 6

nfs e

F Frrov Tndication I = error

= no error

D Detected by = local manager
remcLe man ngr:'t‘

R Retry (of block) = possible

e R
)

- not possible

[f E=l then an erroxr s being reported and the DR bits are valic.
The  code field will contain an error code as detailed below. The
ed amnd the R bit

D bilt indicates where the evror was dete
indicates whether a retry of the transmission of the Glock is
wothwhile (i.e. Lhe errov may have been  caused by a temporary
condition).,

EOR Code Meaning
(dec)
[RATH 1 Unable to c¢reale veguested server -

Lype not known.

100 2 Inable o create requested server -
operator disabled,
100 3 Unable to oereate requested server -
insufficient resources.
100 4 Server has aborted.
0l 5 Sequence number orvor.
100 6 Maeue of blocks waiting te he actioned
by server too large.
110 7 Block fajled address validity checks,
P11 a Timeout (gonerated by the local manager).
180 b Lecal hardware evror.
1nn In Servvice known but unavailahle.
{e.g. Tnhibited by operator command)
{Multicast response)
mno n Service known but busy.

(Multicast response)

18

0o & RPC protocol error.
101 15 Sorver oreate evror.

i E=fl no error is being reported and the DR bits are meaningless
and  should be set to  zoro. The count  value provides a
vecommendation on how many no-response cequests Lo send belore
redquiring a response {(for normal data blocks) or an indication of
the current service level (for mploicast blocks).

For responses Lo normal data blocks the recomnended  nomber  of
no-response requests may be set by the remote managevr to indicate
its current servi

e level and this aids the requestory toe avoid
lost «data blocks. Count=0 provides no recommendations on Lhe
mimber of no~respe

g6 requests Lo send.

For responses Lo multicast blocks the service ifevel should be jn
Lhe range 1-9 with 9 implying batter service than (.

mmendations on timeouts.

This sections provides some recommendations on Lhe value to  be
vsed for timeoubs.

The bagic unil ol time def ined by the protocol is | second. As
this may be implemented by a "tick timer" cthen the actual value
of the timeout period supplled Lo the locatl manager should be one
greater than the minimum timeont required.

For requests te the remote manager a minimom timeout of 2 seconds
is recommenciod.

For mnlticasl vrequests a minimum  bimeout of 1  aecond is
recommended.  This is  applicable to use of the single-shot
precess. For less slringent requirements a minimem timeout af 2
seconds is recommended.

For refguests requiring axecution of a procedure by Lhe  server a
minimum timeouc of 10 seconds is recommended.




16. Conformance.

cess Overview.

Ne conformance rules are applied Lo this protoceol olher than that - Nelbwork Machine A
systems which arve required to interwvork =111, in fact, inkerwork - e e e e 4
sneessfatly. Tois RPC  is not designed as  an Open SysLems 1 1 T T T
interconnection protonnl . ol ! Ouher users of LG ) T T
N T arT T T T
T r 7T e + 1
The  authors of Lhis paper are the "design authorily" Tor the RPCG - Tdr I T
and any commenls, reports on ineconsistoncrs,  or requests far - T w T 1 ikt + e e + T
chanpes should be sont Lo them. The desipn authority will keep an FTat T ¥ T T T T
address list of people with an  interest in  the RPC  and  will Tt TeT T I RPC T I Requestor I ¥
cirenlate vpdates and any relevant irser notos. LI Rt e T L ¥I-vanT Manager T-+——T Frocess T 1
b T T 1 T Process 1 1 1 1
- TT1T 1 T I I T 1 i
N T~ 1 11 b + e it T T + T
- T t1 T - T
T e 1 - - 1
. T r I T - T
. TIT L T
Tarl I H T
L | 1 Soerver Raquestor T
I~ 7 T T
- H T T . P H
. 1 T T I
. e e e e e e e e et e e e — e
. Metwork Machine B
. o e e e e e e e e C +
- Y ¥ F 1 T
R T H T T Other users of LLG 1 T 1
T a7 T T T
- T oI o e + T
. T d 7 T 1
T w ¥ I e e + e + T
. tartl T 1 T T 1 T
fo ot T v T T I RPC T I Server i T
T T TeTl I--—1 Minager Teweww1 Proross T T
4 T T O I Praocess T 1 I T
T1 1 i T T 1 T 1
- T w T T e + B e -+ T
- it T - . T
- i1 I T
- T+ 1 i) - H
T £ 71 T e e e e e e 1
. T a1l 1 1
- T T I Server Requaestor T
. T T 1 1
- 1 T T e arraaaaat e T
- T ¥ 7 T
A e e e e e -
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This appendix details the [irst implementation of RPC for the SRS

Nara
RPC

Furr
avaoi

sepe

This version

I.

3.

Acnquisition system. The notes ¢describe which [acilitins  of

will mob be included in the initial release.

hery notes

d a full

rately.

21/06/84

21/06/84

21/06/84

may be added to this appendix from time-vo-time. To
update  to the RPC document this section is dabed

dared 12 July 1984

In  section t & the definition of SYSRESP (for
Tesponses Lo mitlbicasy bhlocks) allows {or
non-negative values to indicate service level. This
is intended as  an aid  te the requestor  when
choosing a physical address from the Tisk. I the
initial implementation this will always be sat to
Zero.

In section 14 the delinition of SYSRESP allows for
a recommendation on how many no-response  pafquests
to wend before requiring o response. In the inttial
implementation this will always be set to zevo
(i-r. no recommetdlation). FExperience is yequived
with a running system before it will be possible to
decide  on a suitable algorithm for evaluating this
recommendation. In any case, the algorithm wili be
system/hardware specific.

The Interlan Ethernet contrellers te be used on the
SRS Nata Acquisilion system allow for 2
"scatter/gather” operation on the data. The
restriction thal the scatterod/gathered blocks

is
should be wultiples of 8 bytes long.

The specification of the experimental  station
interface Lo the RPC onty requires scatler/gather
tn  the parameter part of the transmission hlock.
Thus, the alignment may be foreed by the requastor
by judicicus setting of the parametier of {sels.

22

(Ref: Specification for Che Experimental  StLation
Intevface to  the Ethernst  remobo procedure call
protocol. Frances Rake.)

The =zero parameter offset defined in section 12
wil? not be used 1o vhe firse implementation. The
alternative of a truncated block will be used.
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EXaMELE 1

a_file from a data stabion to

This example writes a data file from an GRS data station to  the
SRE  VAX. The no-response option is usad during the data transfer
phase to maximise throughput.

The fallowing sevver routine aro aocaded,
OPEN file

WRITE data
CLOSE §file

The following abbreoviations ave used in the example.

28NR Rujid a Data Rlock
(in format described in main Lext?
SR Send Nata Rlock

{requestor asks manager to Lransmit a prrwions?_y
constriuclted data hlock)}
T/O Timeont
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L T T PO ——— B T pp—— ok

I15tep| | Local Manager | |

i | I [

11 |nnm I I

[ 1(Find: RREVAX,S) | v

i | | L

| 2 spR, T/0-x i fo

| | j I

] |Send Malticast | |

{ | | b

| 4 } ] I IReceive

| | | | IMulzicast
| ! ! |1

[ | | [Build Response
| | | 1

|6 | | | |Send vesponse
| | | 11

7 1 |Recaive | 1

H | |responge il

! 1 | Pl

] 8 IPut address [

| ! linte list ||

] | [ 1

I 92 [ Tncrement o

{ | |total count [

{ ! | It

| 1| |loop 7 |1

| ! juntil T/0 [

| | | 11

I |=-mmmmmm e N

1 | | [

1t |T/0 1|

} 1 | |

{12 |Return Fist -+ i

| 1 Jtotal count [

L | Ll

] 13 |Request H |

| |complate i ||

| | | (I

e e e S S

Server



B. Create

e — b e e e
I5tepl  Requestor
|
14 |Select

14

2N

21

|physical
| address

}

iBDB

| (Creake sevvor:
[type)

]

|SDB, T/0=x

!
{
[
I
I
I
I
I
!
'
§
!
i
f
I
I
|
|
1
!
!
!
{

[Request
teomplele

soyver process ob bhe VAX.

q
|
]
|
|
|
|
|
|
1
!
!
|
1Send block
|
|
|
|
|
i
|
|
I
|
I
I
!
|

|Receive
thlock
}

fReturn to
[requestor
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|
I
|
I
I
J
]
!
i
I
|
I
}

d i e e e e

Recedve
block

Creabke scerver

of requestied

Build OK
response
containing
SERVIDN

I
|
|
I
|
t
!
|
i
I
|
1
|
|
i
i
|
|
I
Lype 1
|
H
{
I
|
I
Send bleck |
}

|

!

!

l

|

|

I

|

I

Server

C. Open the Tile on the VAX.

[ RN b S A L T From +
IStept | Local Manager | i Server i
! | ! | | |
| 2% | BT | ! [ |
| j(open file: | i | {
| [write, | | | |
I |£ilename) { | | |
! I I | j j
[ 26 |SDB, T/O=x | | [ !
| t ! | | !
| 27 i |Send Lleck | | [
! | | f | f
i 28 | H I lReceive | |
| | | [ IBlock | I
| I | (| | |
i 29 | | I {Route block i i
o I [ ito secver } !
H 1 | | J{also check | {
[ | | | Ivalidity) | |
Lo ! I | j
| an | ] | | {ssunr OPEN i
P | - Irequest |
| i | [ | |
| 31 | | | [Boild OK i
| | ] | ] | response |
| | I bl i i
| 32 | | 1 i fReturr yasponse |
! ! | I 1 |
[ 33 | | | [add OK | |
[ i ] I |manager | {
| { | | Iresponse | |
1 | t I | |
| 34 | H ! | Send black | |
| { | |1 | |
I 33 | [Recrive [ | |
| | fresponse I ] |
| | 1 b } |
| 3f | |Return Lo (] | |
| | |requestor 11 i {
1 ! | I | i
{ 37 |Request | [ ] |
i beomplete 1 b | !
i i ! |1 | l
B g Y s +



D. ¥rite data to the VAX {file using the agponse_option. Hrommdm e e e Hrbmm oo s s o s i
H | | I |
S S B e Ao e e e e + i 48 |RDB | |t [
Itepl  Reauestor I Legal Manager | | Remote Manager | Server I | [(Write: dava, | I 1 !
| ! ! 11 ! ] i |with response) | |1 |
I 38 |RDR 1 | ] | | 1 | I ]
} ] (Write: i (] ] | b 49 |SDR, T/0=x | (| |
H |data, | | ] | 1 I 1 | (| |
§ |no-response} | [ | ) 1 39 | |Send block | I |
I I | Il f 1 ! I I I 1 |
] 39 |sSDB, T/0D=x | | | § 1 51 | | | |Receive block |
| | I (I ! | ! I I Il |
| 48 | |Send block |t t ] | 32 | | | |Route block |
| | | | | | ] | | | lte server |
| &t | | I jReceive 1 | | | [ | |(alse check |
| I ! I Iblock | | i | | | Ivalidity} |
I ! I 11 I I | | ! It f
|42 ] f | |RouLe block | | 133 | i |t |Write data
| | | | |to server | | | | | [ 1 {
] | H V| {also check | 1 | 54 ] { |t FBuild 0%
| | | [ [validity) | | | | | [ jresponse
| t i (] l | I l ] |} }
| 43 | H I |Write data | | 55 | | 1 JReturn response
[ f I It | | | l i b !
| 44 } I 11 IBuitd OK | [ 56 | | | 1Add 0K |
f 1 | [ | responsn | | | | | Imanager |
i ] I I | | | 1 [ | lresponse |
{ 45 | | (] |Return response | | | ] il 1
} | | |1 | | | 537 | | | [Add any |
| 46 | | | fRecovd OK H 1 | 1 | | |previons error |
1 | | | |response [ t ! | | | |vesponse from 1
I I | [ ! I | ! ! I 1server i
| &7 |ioop 38 | | ¥ ! ! l 1 I (| |
| [until 7 1 [ i | | 58 | | ] ISend block 1
| |Diocks sent | [ i i | } | I |
| ! | i | | P59 | |Receive 1 1 |
| frmm | e e s i e T i I I ! I [Block 11 I
] | | 1 | | | | I | |
O S PRV e e + |60 | fReturn to [ |
| | lrequestor ]l I
{continned} | { i [l |
[ 1 [Loop 38 [ 11 I
| bant il ] | |
] |end-of-data | [ |
| ] ! b |
| e tni bt b H b |
I ! I b |
| 62 JWrite data 1 P |
[ |complate | 11 |
| t | i |
F SN S L i o e
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E. Close the file on the V

Fo.Delete the sevver process on the YaX.

bl
IStept  Requestor | bl | i
+ H I { Il I |
fseepl  Reguestor i Ll f forver I t 76 |B08 I o [ |
| 1 H | f | | 1(hetete server ;)| |1 | {
] 63 |BDB | 1 I t 1 t ! | | }
| {{Close filr:) | [ | H | 77 |SDR, T/0O=x I [ | i
I I | P | I I | | [ [ I
| 64 }SDB, T/O=x | [ ] i 178 | [Send block |1 | I
I | ! |1 I | ! I I bl ! I
| 65 | {Send block |1 i | | 79 ) | | [Receive I i
! | | bl | t ] f 1 | |black | i
| 66 | ] | |Receive | | I I I i ! I
i | | I Iblock | | | BIX | i [ IDelete server | !
! | I I I | I I | 1 | |
| 67 1 | I {Ronte biock | | | BL | | I 1Build 0K | |
I ] | I jtn server | | | | | | |response | i
| H ] i F(also check ] i | H | (] | [
| i | | fvalidicy) i | I &2 | i 1 [Send bleck | i
} | i I H ! I ! I fol I I
[T | [ iIssue CLOSE | | 83 | [Receive 1 i |
| | H [ [request H ! | [Blocik [ ] |
i I f [ I ! | I I It f I
| 69 | t [ [Build OX | [ 84 | JTidy local | | I
| | H [ |response H | | fwork areas P [ |
I t | Pl | f l I f Il | |
| 7} | ol |Return response | | 85 | [Return to [ | |
| | ) P ] 1 | | lrequestor ] ] ] |
| 7] I [ lAdd ok | | } I I I T } !
| | i I Imanager | { I 86 |Request | ([ | i
| | [ | |response | | | feomplete I I 1 | i
] I ! |1 ! i ! | j 11 I !
| 72 | | | I8end block { I F——— P e o B e Fm e e +
! | I (| I !
| 73 | |Receive 1 i i
1 | lresponse [ | I
! I i I | f
| 74 | |Return Lo | ] i |
| | lrequestor 1] | |
! I I i1 ! !
P 7% |Request | | | [
{ Jcompletea | 11 i |
i | I vl i I
oL T et T T T P e e +
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Notes on Example 1. 23. The transmission block shonld be addressed Lo the server. The
CORTE On hRAmpln ot e

tesk ds for the epecified file to be opened (or output.

These notes expand parts of the above example. The pumber on cach

note refers to the step number in the example. 29. The block is vouted on SERVID. The validity <heck  includes
the requestor ID and  Ether addrvess, and thal the sequence
aumbar is correct. Any ervor should cause the block to Lo

discarded and an error response to be senl.

1. The transmission block is built in the mudlicast (ormat and

inclurldes space for 5 address responzes. 3. Any error in the open should be returned in SRVRES?
2. The timeout should be sufficient for the remote managers to A8 The transmission block should be addrregsed Lo the server. The
rerpond. request is Lo wrjite the specified data to the fite and no

Tesponse s required.

4. The  rvomote managar should  compare the service name in the

malticast with jts list ol sevvers. If no mateh is found then 3. The timeout should be set infinite {ov close to')l

no response shonld he =eont.

4. Any  errors  here should cause the remote manager to save Uhe

a. in this case up to 3 responses may be pat dinto the list. Any rrrov code and  discard  the request.  Also, any errors

more responeas mist be discarded. previonsly reported by the server but not yet returned to the
requestor should cauge the request to be discarded.

4. The lLotal count is kept Lo inform Lhe requestor of how many
systems bave  responded. This may be more Lhan the number of 46. Any  error  reported by the server  should be savad by the

addreasses veturned io the lisi. remele manager.

10. Any responses rencived aftey the bimeout should be discacdad. 4. As step 38 except that a response is now raquesterd,

14. The vcenquestor should nse the sevviece tevel parameter 52. Any ertor previously =saved by thre remola manager  should
{SERLEVEL) when selecting the address. As a minimum, al) inhibit  routing of  Lthe request to the server. Tnstead, the
addresses with a negative serviae Tevel shonld be discarded. remote managaor should build the  appropriate evror response

and send it to the requestor.

15. The  Lransmission bleock should be  addresses Lo the remote
manager {SERVITN=0). The request asks for a server of the 62. The last data blaock seat must Tequest a response., For soma
speaifind type Lo be oreated. systems  that do nob report FEOF until an attempt Lo read past
EOF it may be necesssry to send a cdummy data block which will
be dgnered by the server.
19. 1f the vemobe manager is unable to  create the  raquested

sorver then it should return an error response. The requestor

~1
:A

may then choose another address from its address list. I the requester has more files to  transfer then it may
return  to  =tep 250 TG should not be nocessary to delete and
recreate a o server in bthis case,

200, SERVID shonld he set to Lhe remote managers identification of

the new server.
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76. The "delete server" request should be addressed to the remote EXAMPLE 2
managey (SERVIE0)

Errox recovery.

This oxample  shows  recowvo ry from an error «during the data
transmission part. of example |,

The lellowing abbrevialione are nsed jn the example

RDE Build a Data Block
{in formal described in main text)
shy Send NData Block

(requestor asks manager to transmit a previously
constricted data block)
T/O Timeout



O S +
2 ! I | Bemote Manoper | Server
| ] 11 ]
| 1 |BRDB 1 1

o — e oA e R it BT r | fPlvrite: | (| ]

[Stepl  Request l || Bgmote Managor | ferver I | [data, I o |

l I | L1 | I I [no-cesponse) i ol 1

| 1 iape ] i ! | I | ] 1 |

| J(Writea: i 11 i ] | 1¥ |SDR, T/D=x | b !

I ldata, I [ I | I ! ! b !

{ Ino~-rasponsa} | 11 | | 1 12 ] jSend block P i

f | | |1 t t I { | [ |

1 2 [|SDR, T/0=x | (I ! | [ 13 | | IRecrive i

| | ! [t i | | i ] I Iblock |

| & | jSend block . | 1 I ! ] I !

| | | bl | | | 14 | | I IDiscard block ]

| a | | 1Receive | | | ! | td H

| | ! I Ibleck | | | 15 {Loop 1! | i 1

P | P | | | pweil 7 | | ,

1 5 } I |Reute block i 1 I [blocks sont | [ ,

I 1 I lto server | | I ; [t ;

| ! | 1 {{also check | | | fmmm e | e m | e mmmm e 1

| 1 I 1 fvalidity) ] ] I | | | f f

} | I I | | Ao A e e e

it 6 | | [ [Write data |

i | ! I [ {

17 i | | |Bi2ild error s

| | | [ Jresponse i {cont fnuaed)

1 | | b f }

| & i | 1 |Return response |

| | | 11 | i

o | | [ JRecord errov | |

| | | [ Jresponse | |

] { i Pl | |

b e e 4

(continued)
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----------------- - B Ches

LBEGSent status.

|stepl  Requestor P Local Manager | | Seryver I
| I | I I |
| 16 |BDR i | | |
H | (Write:data, | | | | H e
! Jwith respouse) | ] | I stepl  Beguestor | | I Remote Manager | Server i
1 { ! | § | ! f t [ | i
I 17 {8DB, T/O=x | | H | | 26 }8hs | | ] |
i | | | | H { J{€heck sratus:) | 1) ! I
| 18 | isend block 1 I { | ! - | [ | t
I I | ] f i | 27 15DB, T/0=x } I i |
| 17 | | [feceive | | | ! ] P I [
} | | | Iblock i | | 28 | [Send block 1 ] I
Lo | I | ! S | I | ;
poan | | [ 1Ser error i | a9 ] | |Recmive ! |
{ | | | Jresponse | | | | | FoIblock | |
Loy ! I ; | L | [ | |
] 21 f | | ESend block i | foso | [ [Rueild response | !
| { | | i i t | ! | | 1{last actioned | i
P2 jReceive [ i ! I | I [ Isequence number, | i
! | [block | i i | | | [ lqueve status, | {
| | I [ i i I I I I Jserver szavus, | |
| 23 4 |Return to [ | ! ! | | | imanager sequence| !
| { [requestor P i i [ H i | Inumher) [ ]
I | b ! i oo ; 5 | i
| 24 [End of i P i i | 31 ] [ [Send block | |
| | request | 11 | | | I i [ i |
] I I i ! | i 32 |Receive [ | ]
i 25 |Mobte ovror | | ! i i | ! 1block | | |
i [response | [ i | | | | [ | |
| i | |1 i } | 33 |Retura to | ) |
U U [ VO U R T S + H | [requestior [ | f
f ! | (| | i
I 34 JRequest H I i | i
f | compieta [ I | |
| | | |1 ! !
| 35 [Restari data | [ H |
! |transfer | 1] } i
| 1 | (| i 1
b b e Fb e e T T —— +
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_on_Example 2.

These notes cxpand parbks of Lhe above example. The numbor on oach

nolke vyefers Lo the step number in the example.

[ O

pe.

16.

26,

30,

Nata transfer as in example 1.
An ervor o= detected by bBhe SO Ver Rt AT CEYor responsa
built,
Ther remola manaper nobtes the ervoer responge and gaves it din a

1oecal  work arcea. Note that it cannot rveport the error uanti)

it pets a request requiring A response,

The voaquestary comlinues sonding data az it doos not know ynt

ol the orror.

The remote manaper discards the data as il has an unreporied
ervor and tho no-response bit is set in the data block,

The  requestor has sent jts 7 blocks wiltbont responsge and is

now seading a block requiring a response,

The remote manaper  receives the bloek requirving a response
and notes its unreportod  error. e builds a reapnnse

containing the saved errvor code.

The requestor noles the ervor and enters arvor recovery.

The roquestor asks the remole manager fov status.

The remots manager  builds a  rvesponse containing  status
information. This will inclade  the sequence number of the
Tast block actioned by the server without ecrror (i.n. the one
bhefore  the one  pgenerabing  the errov}, the next sequence
numbey expected by the remote manager, and the state of any
queves of data blocks waiting to go Lo the server. The status
of the server (i.c. processing/not processing a  request)  is
Aalso relwurned.

a0

T ordar Lo recover sacesslully from the avror  the quenas
must  bhe  emply  and  the server  should not be processing a
request

5. The reguestor hacks-up its inpul da

b slream and rvrestarts the
data bransfers from the Block that gave Lthe error.

NoLe Lthal i1 may alse be necessary for the requestor Lo ask  for

status  from the server before it can restart data transmission.
This will bLe appli

1ion speciflic. However, it will always be
nreeessary  teo peviorm  the procedure described above in order to
resynchronise the sequencn nomber .
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EXAMELE

A. Find physi

Reqauest Lime and dare. Frmmmem oo Hrbm s Hrmmme oo *
. ! | § Remote Manager | Server i

This example reqiests Lhe Eime and date from a "time server”. Tt | I ] I !
uses the sinpgle-shot server. |RDB I bl | I
FCFind: | |1 | |

| TIMEDATE, 5) | [ ] |

The Tollowing server vouline is neoded. | I i) } !
|50B, T/0O=x i 1 } |

TIMEDATE | I (] | I

| |Send Multicast | | | i

] | (| | I

4 | | jReceive i [

The following abbreviations are used in the examnplo. I i ] IMulticast | )
| { b | [

BDB Build a Data Bloclk | | I |Build Response | {

(in format described in main text) | t [ | |

ShR Send Datws Block i | | 18emd responso | |
{requestor asks manager Lo fransmit a provicmsly ! | I I [

constructed data block) ! fReceive I ! I

TIO Timeont | feesponse [ ! I

| | (. i I

| |PuL adldress 13 I |

| linte list [ | {

| | I | ;

| | Tnerement [ 1 ! |

| Jtotal count | | | |

! ! | | [

H | Loop 7 (] | |

! tuntil T/0 11 | I

f } I | |

! o e P | |

f ! I | |

I [RVAS il I I

| | [ | |

} [Return lislt + I | |

I [tetal count (| ] |

| ! 1 I !

[Request | 1 ! !

|eompicte | [ | !

| | I f H

R T P A e e o +
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5 on Example 3.

[Step] Reguestaor | Local Manager | |} | Servel | Theae notes nxpand parts ol the above exampie- The number on each
I 1 | | i | H note refers to the step number in the oxample.

P 14 |Select | I 1 | !

1 | physiacal | |1 [ !

1 |adilvess | (I H 1

| | ! |t 1 I

| 15 |BDB | [ ] | 1-14. As for Example 1.

| 1{Timndate:) | 11 | |

| ] i 11 | |

| 16 [SOR, T/0=x | |1 | | 13. This request  is  addressed  to the singla-shot FOYVOr
i | t Vo | | (SERVID=1).

| 17 1Send block | | ]

I } } il { |

[ 18 | | ] {Receive | | 19, No  validity checking s required  for  requests Lo Lhe
t 1 1 ] ivlock | ] single-shot server,

H | | (I [ I

I | | [Reute hlock | |

| | | | fte single-shot | 1 20, The required data is placed in a previonsly defined paramcter
i I I | F=sarver H H area in the transmission block.

I | | 11 | I

| 26 | [ |Call TIMEDATE |

[ | | | | | 27, 1f an error rvesponse indicates that the single-shol sorver
I 21| | | |Ruild OK | was not available then the requestor may return to step 14 to
| 1 H 1| |tesponse | Lry another physical address.

| } 1 b | |

122 1 |1 |Return responsa |

} | | 11 1 ]

| 27 ] | | |add oK | |

| | | | Imanaper | |

| 1 | | [response [ {

| | ! |} H !

[ 24 ) | I 1Send block ] ]

| I ] I ] i

123 ) |Receive 1 1 | |

| i |response 1 | 1

! I } Il | |

I 26 | {Return to 11 | |

| | jraquestor [ | |

| | : | | |

| 27 {Request | [ [ !

| |complete 1 11 | i

§ I | [ | |

Fr b e m e e e S T b e e e +
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