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Abstract*
The e-science Data Management Group is tasked with providing advice, software and support for the data management needs for all UK e-science projects and the Storage Resource Broker plays an important role in many of the projects. In this paper we describe some of the projects that use the SRB and describe the approach and our experience in using the SRB for these projects.

1. Introduction

The UK e-science program [1] aims to provide the information technology infrastructure necessary to allow UK-funded scientific projects to make the most use of their findings, by allowing cross-collaboration to occur and by providing sufficient computing capacity to exploit large-scale data-sets.

The Data Management Group (DMG) [2] is part of the UK Council for the Central Laboratory for the Research Councils (CCLRC) e-science centre and is tasked with providing data management solutions for all e-science projects. The DMG must provide systems that can be readily adapted to projects from a wide-variety of disciplines ranging from Geology, Chemistry, Physics to Biology. A key component of the data management system is the Storage Resource Broker (SRB) [3] which provides the underlying management of data. 

In this paper we describe a few of the projects the DMG works on and how the SRB was implemented to help with the data management of those projects. We also describe our experience in using the SRB.

2. The e-minerals/e-materials Projects

The e-minerals project [4] is aimed at providing a mini-grid test-bed to allow Earth scientists and Chemists to simulate environmental problems at the molecular level, such as the transport of pollutants, weathering and the containment of high-level radioactive waste. 

The mini-grid comprises of computational clusters and storage devices housed at collaborating institutes, figure 1 shows a schematic of the setup.
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Figure 1: A schematic showing the layout of the e-minerals mini-grid (taken from [5]).

The mini-grid uses Condor pools and PBS (Portable Batch System) managed clusters to carry out the simulations and makes use of SRB resources at each site to hold the simulated data. The SRB holds the logical-to-physical file mapping ensuring that the user does not need to know the physical location of the data. All the SRB resources are GSI-enabled and are registered in the metadata catalogue at Daresbury Lab. The mini-grid is accessed through the e-minerals web-portal [6] and provides a thin-client that hides much of the complexity of dealing with grid-middleware tools. The e-minerals portal integrates the CCLRC data portal used to locate the data and the CCLRC HPC portal used to submit jobs to the grid. 

The data portal is used to seamlessly access the e-minerals metadata catalogue and the SRB MCAT to locate data-sets of interest. The HPC data portal is used to create and submit jobs using Condor tools to create workflows including post- and pre- processing steps that contain retrieval and storage of SRB data. 

The e-materials project [7] is dedicated to providing the IT infrastructure to aid in the simulation of complex materials. The project’s architecture is similar to that of the e-minerals project: containing an SRB to hold simulated data and a computational grid to perform the simulations. Before the data is stored in the SRB a subset containing information on crystal structures is extracted and stored in a relational database to allow easier display and comparison of crystal properties.

Currently over 200,000 files have been stored in the SRB amounting to more than 160GB of data.

3. The ISIS and Diamond Projects 

The ISIS facility [8] is currently the world’s leading pulsed neutron and muon source and is located at Rutherford Appleton Laboratory in the UK. The facility provides muon and neutron beams to experimenters from such diverse fields as physics, geology, biology and engineering. The ISIS computing group provides a data acquisition system that stores the experimenter’s data on a central NT disk farm where the data is then copied daily to the RAL tape system (Atlas Data Store, ADS) for archival. 

The computing group is currently developing a system where the SRB will manage the process of archiving the data to the ADS. The system  comprises of an SRB server on the NT disk farm, a server for the ADS and a metadata catalogue (ICAT) [9] containing experiment-specific information.  The data will then be accessed through the data portal that will interface to the SRB and ICAT. As many of the data-sets are small in size the use of containers is essential in order to make efficient use of the tape resource. Currently, more than 5620 files stored in more than 700 containers is stored in the test system. 

The new Diamond facility [10] will provide a synchrotron light source to allow scientists to study the structure of materials in much more detail than ever before. As with the ISIS facility, Diamond will host scientists from a wide variety of fields.  The facility will become operational in 2007. 

The DMG is currently working with the Diamond computing staff to develop a system capable of managing the experimental data covering ingestion at the beam-lines through to archival in the RAL data store. A first phase test system (figure 2) is now in place allowing performance testing for data ingestion and movement and providing the necessary infrastructure for primarily Java-based application development. 
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Figure 2: Schematic of the first phase test system for the Diamond facility (courtesy of P. S. Berrisford).

As with the ISIS facility, a large number of small files are expected making the use of containers important. Typically, approximately 1TB of data per day will be produced by the facility. Federation of the ISIS and Diamond SRB systems is considered, as it is possible that a researcher may be interested in data from both facilities.
4. The National Grid Service and the Integrative Biology Project

The National Grid Service (NGS) [11] went into production in September 2004 and provides a production grid of computing and data resources for a wide-range of UK research activities. The resources are provided by universities and computing centres spread throughout the UK. The data grid comprises of SRB resources at Leeds, Manchester, Oxford and CCLRC-RAL with the MCAT-enabled server at RAL and provides multiple terabytes of  disk space to NGS users. Users who register to use the NGS are automatically registered to use the SRB and authentication using GSI certificates or passwords is allowed.  There is currently more than 800GB of data stored in the NGS SRB corresponding to more than 800,000 files. 
The integrative biology project [12] aims to provide an IT infrastructure to facilitate the modeling of biological processes, initially modeling heart arrhythmia and tumor growth. The project includes access controlled secure data management through the SRB and tools to provide visualization of the simulation as well as tools to provide interactive control of the simulation. A high-level diagram of the services is shown in figure 3.
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Figure 3: Schematic of the services comprising the Integrative Biology project (taken from [13]).

The current release uses the NGS to provide security, grid computing nodes to facilitate the simulation and visualization and data storage by means of the SRB. Currently, the project has stored more than 300GB of simulated data in SRB collections and has approximately ten people actively accessing the data.

5. Experience with the SRB

For all projects the SRB fills a desperate need: for easy access to data residing at geographically distributed data resources. The system has proved to be relatively simple to setup and use. Some of the projects have simply taken Scommands and incorporated them into scripts to provide tools that the clients of the system can more easily use; other projects have a requirement of platform independence for client-side tools requiring tools to be developed using Jargon the Java API. 

Many of the projects require access to an additional metadata catalogue and we have found the use of the data portal developed by Drinkwater, Sufi et al [14] to be invaluable in providing a common interface to both the SRB and the project-specific metadata catalogues making it possible to extract data by querying the project metadata catalogue.

Almost all the projects are stressing the SRB in different ways: large quantities of small files stored in containers requiring large containers to be constructed and bulk operations to ingest the data, complex collection names and many large-scale operations within SRB space (such as moving a file from one resource to another). In some cases projects have highlighted problems within the SRB that the SRB developers have been quick to resolve providing advice or patches. We have found the SRB bugzilla system and the srb-chat mailing list to be a good resource for problem solving with suggestions coming from the SRB developers and also from the other members of the SRB community.

Initially, we found upgrades from one version of SRB to another to be difficult, but the SRB developers have worked hard on architecting the system such that upgrades are relatively simple with patches that can be applied to the MCAT, and, in more recent cases, even allowing backwards compatibility so clients are not forced to upgrade their code.

We have found the need to develop a number of tools to aid in providing a production system based on the SRB. Some of these tools are the topic of other papers [15] and we are looking at providing these tools back to the SRB so they can be of benefit to others. We have also found it essential to provide good documentation complete with examples on the SRB for potential and existing users so that they can understand the capabilities of the system and how to use it. 

The introduction of zones and extended schema to the SRB are features that a number of projects are interested in using. Zones allow more federation of one SRB system with another making it possible for a user to access a remote SRB system without having to remember the new SRB hostname and other attributes. The extended schema allows the MCAT schema to be extended to include tables containing project-specific metadata, or more file-specific information allowing for a much richer metadata catalogue, this can be of interest where the extended metadata is very closely coupled to the SRB metadata and does not merit access outside of the SRB.

There is also interest in investigating the Matrix web-services to see how they could be used in a number of projects possibly simplifying the architecture of some systems.

6. Conclusion

The Data Management Group is responsible for providing data management solutions for e-science projects. One of the key elements of these solutions has proved to be the SRB. In this paper we have described a sample of the projects, some of them are in production and some under development and we have described our experience in using the SRB both in production and in development. We have found the SRB to provide the basis for a data management system and have developed a number of tools to provide a production system. We have found the SRB developers and the SRB community to be extremely helpful in suggesting solutions to problems and have found the SRB developers more than willing to listen to new requirements and to implement them in a very timely manner.
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