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Abstract 
Intelligent computer-assisted language learning (ICALL) uses methods from Artificial 
Intelligence to explicitly model learners and the target language, to analyze the language 
that learners produce and learning materials. In this chapter, we explore and exemplify 
the potential of ICALL for second language (L2) practice by spelling out how these tools 
can facilitate individualization of practice. They can support input practice through the 
selection and enhancement of materials that are rich in the pedagogically targeted, 
developmentally proximal language for a given learner, and it can adaptively provide 
output practice activities and meta-linguistic feedback to promote L2 declarative 
knowledge and its proceduralization. Complementing the discussion of how ICALL can 
promote L2 acquisition, we highlight the opportunity for large-scale collection of learning 
process and product data in individualized interventions delivered digitally using ICALL 
systems, a unique option for investigating instructed L2 acquisition capable of zooming 
in to aptitude-treatment interactions. 
 
1. Introduction	
In second language (L2) learning and teaching, practice can be understood as an array of 
activities that involve the use of the L2 in a deliberate, systematic, and repeated manner, 
with the aim of developing knowledge and skill in learners (DeKeyser, 2007; Suzuki, this 
volume). One way to facilitate L2 practice is through the use of technology (Brett & 
González-Lloret, 2011). The field of computer-assisted language learning (CALL) 
studies how digital technology can facilitate the language learning process (Chen et al., 
2021). Intelligent CALL (ICALL) adds methods from Artificial Intelligence (AI) to 
explicitly model learners and the target language, to analyze the language that learners 
produce as well as learning materials (Meurers, 2021). This not only makes it possible to 
systematically support adaptive L2 practice in digitally enhanced learning environments, 
but also provides L2 researchers with an experimental platform to undertake research on 
language learning at scale (i.e., involving many learners) in authentic contexts (Meurers 
& Dickinson, 2017; Meurers et al., 2019). 

The aim of this chapter is to contribute to a better understanding of how ICALL 
can promote L2 acquisition, and how it can also serve as an effective research tool to 
investigate instructed L2 acquisition (e.g., Petersen, 2010; Chen, 2018; Meurers et al., 
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2019; Ruiz et al., 2021; Ziegler et al., 2017). Given the theme of this volume, we explore 
and exemplify the potential of ICALL systems for L2 practice by spelling out how these 
tools can support individualization of practice, i.e., sequencing of practice activities and 
feedback for a given learner (DeKeyser, 2010) to promote the acquisition of L2 
declarative knowledge (lexical and syntactic information) and then its subsequent 
proceduralization and automatization (DeKeyser, 2017). 

We illustrate how ICALL systems enable second language acquisition (SLA) 
researchers to obtain ecologically-valid insights into the interaction of a substantial 
number of parameters that research on aptitude-treatment interactions (ATIs) has 
identified as important for learning (Cronbach & Snow, 1977; DeKeyser, 2007, 2021). 
We argue that ICALL systems provide a unique opportunity for SLA research given that 
they support large-scale studies of learning in authentic education contexts and the use of 
learning analytics to explore and conduct fine-grained analyses of learning processes and 
outcomes. However, we also emphasize that this connection between ICALL and SLA 
has yet to unfold its full potential and call for a closer collaboration between 
computational linguistics and applied linguistics, between software developers interested 
in educational technology, and L2 researchers. 

The chapter is organized as follows. In the next section, we provide an overview 
of the affordances and potential uses of ICALL, and we illustrate the spectrum with 
concrete systems. We then focus on the nexus between ICALL and L2 practice by 
zooming in on how ICALL can implement the principles of effective L2 practice (Suzuki, 
this volume). Finally, we consider some of the limitations and challenges associated with 
the use of ICALL systems to support SLA research and outline steps needed to enable 
more effective collaboration to realize the full potential. 

 
2. Linking ICALL to SLA and the principles of effective L2 practice 
2.1. Components of ICALL 
ICALL integrates AI methods into CALL, making it possible to explicitly model the 
language to be learned and the learner engaged in the learning process (Meurers, 2021). 
Most prominently, ICALL integrates the use of natural language processing (NLP) 
methods. NLP is a subarea of AI that allows ICALL applications to automatically process 
the language used by learners and the learning materials. Listing all the different ways 
that language can be used to express a given meaning and all the possible ways that 
language learners may attempt to do so results in thousands of alternatives that would 
need to be considered even for single sentences (cf. Nagata, 2009, for an example). The 
systematic well-formed and ill-formed variability of learner language therefore requires 
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dedicated mechanisms for analysis (Meurers & Dickinson, 2017).  
NLP provides methods to analyze the potentially infinite set of sentences that 

could be uttered. Traditional NLP techniques include tokenizing (i.e., splitting text into 
meaningful units), part-of-speech tagging (i.e., identifying the parts of speech of words), 
and syntactic parsing (i.e., determining the grammatical structure of sentences). While 
the linguistic characterization of the forms and structures used by learners helps identify 
relevant learner language characteristics (Meurers, 2015), to also identify properties of 
ill-formed parts, additional mechanisms such as mal-rules or limitation relaxation can be 
added (Heift & Schulze, 2007; Meurers, 2021). In sum, NLP can be seen as providing 
linguistic intelligence for ICALL, which is important for a range of uses, from 
characterizing the linguistic complexity of learner input to analyzing learner output to 
providing immediate feedback (Petersen & Sachs, 2015; Meurers, 2021).  

For ICALL applications that are designed to play the role of an intelligent 
teaching system, further AI components must be added to model the learner and adapt the 
instruction. Five decades ago, Hartley and Sleeman (1973) spelled out the components 
required for Intelligent Teaching/Tutoring Systems (ITS): (i) a model of the domain to be 
taught (expert/domain model), (ii) a model of who the learner is and their learning 
progress (learner/student model), (iii) a set of "teaching operations" (including explicit 
activity models), and (iv) a method for selecting the best next teaching operation for a 
given learner and goal (didactic/pedagogy model). For language learning it is difficult to 
comprehensively spell out the domain to be taught in a formal way. Correspondingly, 
language learning is considered an "ill-defined domain" (Fournier-Viger et al., 2010) and 
has received very little attention in ITS research, with no systems for foreign language 
learning being included in the extensive meta-analysis of ITS effectiveness by Kulik and 
Fletcher (2016). Yet, as motivated in Meurers et al. (2019), it is increasingly feasible to 
develop ITS for foreign language teaching, and indeed several systems have successfully 
been used in real-life contexts, such as the E-Tutor (Heift, 2010), Robo-Sensei (Nagata, 
2009), TAGARELA (Amaral & Meurers, 2011), and the i-tutor (Choi, 2016) in university 
contexts, and the FeedBook (Meurers et al., 2019) in secondary schools.  

While the specification of the domain and activity models still requires 
substantial manual effort by foreign language teaching experts, endeavors such as the 
English Grammar Profile project (EGP, https://englishprofile.org/english-grammar-
profile), which spell out the functional can-do statements of the Common European 
Framework of Reference (Council of Europe, 2020) and link them to the detailed 
inventory of lexical and grammatical language means (i.e., words and structures) used to 
realize those functions, provide valuable guidelines for the development of curricula and 
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ICALL systems. Such explicit specifications of the language means being acquired can 
be combined with NLP methods analyzing learning materials and activities to 
automatically generate the activity models needed for ICALL systems (Quixal et al., 
2021). There is also substantial research on the learner model component for L2 learning 
(Schulze, 2012), which can track the individual interaction with the learning activities 
and system. This makes it possible to draw inferences about the learner's knowledge and 
beliefs about the language means being learned (Heift & Schulze, 2007). To support valid 
inferences going beyond linguistic domain knowledge as such, learner models have also 
been extended to record information on potential learning strategies and analogies used 
(Bull et al., 1995) and on task appropriateness, task strategies, and L1 transfer observed 
in the learner interactions with the system (Amaral & Meurers, 2008). By interpreting 
learner models in relation to both the domain and activity models, the didactic model 
enables the ITS to adaptively select activities for a given learner (macro-adaptivity) and 
to provide immediate scaffolding feedback (micro-adaptivity) with the goal of optimally 
supporting an individual learning trajectory.  
 
2.2. Relating ICALL to SLA concepts 
When considering the components of ICALL systems and how they facilitate the analysis 
of learner input and output, support the (macro-adaptive) selection of the next learning 
activity and provide (micro-adaptive) feedback, we can establish direct links to core SLA 
concepts (see Leow, 2019, for a recent review).  

The automatic analysis of learner input transparently links to the widely agreed 
assumption that exposure to the L2 is essential for learning to take place. As pointed out 
by Ellis (2017), supporting input practice is important, especially for beginner-level 
learners. In this sense, Ellis highlights that input practice also plays an important role in 
frameworks such as Task-Based Language Teaching (Jackson, 2022), which is more 
typically associated with production tasks. In section 3.1, we discuss several ICALL 
systems that support input enrichment for comprehension practice. Search engines 
such as FLAIR and KANSAS allow teachers to easily identify texts that contain language 
structures that are relevant to their classes, thus supporting real-life teaching and learning. 
Further, the more experimental SyB system introduced in section 3.2 aims at establishing 
a direct adaptive link to identify developmentally proximal input by relating the linguistic 
complexity of the learner's own writing and the complexity of the input. This makes it 
possible to empirically explore different ways to operationalize what constitutes 
developmentally proximal input that optimally fosters acquisition, a challenge that has 
eluded SLA research since Krashen’s (1985) proposal that learners require 
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comprehensible input at a level beyond their current ability (“i+1”) (see Lichtman & 
VanPatten, 2021, for recent discussion). Apart from lexical acquisition research (Schmitt 
et al., 2011), what constitutes developmentally proximal only seems to be explicitly 
established for a few language means considered in research on developmental sequences 
(Pienemann & Johnston, 1987) and teachability (Pienemann, 1989), though for English 
the work on criterial features of different proficiency levels provides some breadth 
(Hawkins & Filipović, 2012). 

Even input that is rich in developmentally proximal language generally is not 
sufficient for L2 acquisition to go beyond Basic Varieties (Klein & Perdue, 1997). 
Learners must notice in the input the aspect of language that is to become intake for 
learning (Schmidt, 1990). To provide the necessary Focus-on-Form (Long, 1991), one 
option is to increase the salience through input enhancement (Sharwood Smith, 1993). 
The WERTi and the VIEW systems discussed in section 3.3 automate the provision of 
input enhancement, from coloring for input practice in a reading task to interactive 
exercises practicing forms in the reading text context. Given the automated nature of the 
enhancement, both what the learner is reading as well as the nature of the language aspect 
being enhanced, can be individually selected given the learner's interests and needs in 
terms of language development. 

Complementary to input and noticing, it is important for L2 learners to produce 
language (e.g., DeKeyser, 2007; Suzuki, 2022; Swain, 2005). On the one hand, output 
requires the learner to commit to the language forms needed to realize the intended 
function, whereas for processing input one can rely on good-enough processing, i.e., it is 
sufficient to pick up enough of the functionally relevant information that is typically 
encoded redundantly in the input. Indeed, the production of language also plays a central 
role for practice in Skill Acquisition Theory (DeKeyser, 2017), given the need to turn 
declarative knowledge about language into automated, fluent behavior. This, in turn, 
requires paying attention in order to focus on what is to be said rather than on how to use 
language to do it. The complexity of the activities selected for practice and the feedback 
provided during practice should be determined based on the individual learner 
characteristics (DeKeyser, 2017). The inclusion of feedback, as one of the most effective 
factors in real-life education (Hattie & Timperley, 2007) requires immediate analysis of 
the learner responses (cf. Fu & Li, 2022), which correspondingly has been a major focus 
of ICALL research developing ITS (Heift & Schulze, 2007). When ITS take on the role 
of selecting activities of the appropriate complexity for a given learner (macro adaptivity) 
and providing feedback to scaffold the learning process (micro adaptivity), the social 
dimension of such tutor-supported practice also becomes readily apparent: adaptive 
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tutoring systems support scaffolded practice (i.e., instructional guidance during practice) 
of developmentally proximal language means in activities in the Zone of Proximal 
Development (ZPD; Vygotsky, 1978) of a given, individual learner. ZPD is understood 
here as the distance between what learners can do on their own in the L2 and what they 
can do with guidance from an ICALL system. In section 3.4, we make this concrete by 
discussing the FeedBook, an ITS for learners of English offering a range of practice 
activities that provide immediate scaffolded feedback on meaning and form (Meurers et 
al., 2019). By immediate scaffolded feedback we here mean that the FeedBook provides 
feedback on learner answers in the form of explanations that are given during activity 
completion (see Figure 5, for an instance). 

In the following, we explore each of the mentioned ICALL-SLA links and the 
different practice opportunities they provide. We characterize each system’s focus on 
comprehension, production, or both, the nature of the language domain that is targeted, 
and aspects of the empirical validation of the realized practice approach. We then zoom 
in on the characteristics of the practice offered by these systems and how they relate to 
the principles of effective L2 practice. In section 4, we zoom back out to address 
automatization and ICALL by discussing limitations related to the use of ICALL systems 
for SLA research and by formulating an agenda for reaching the true potential of ICALL 
systems for SLA research. 

 
3. Principles of effective L2 practice 
Before delving into the details of how ICALL systems can support the effectiveness of 
L2 practice, a brief reminder of the qualities of effective L2 practice (Suzuki, this volume) 
is necessary. For practice to be effective, it needs to be deliberate, meaning that practice 
should provide opportunities for repetition where learners are asked to consciously 
commit language information to memory in order to later proceduralize and automatize 
it. To that end, learners need to have an internally or externally motivated goal and need 
to focus their attention on the language they are learning as well. Practice should also be 
systematic, that is, learners should engage in planned (not random) repetitions of language 
use. This, in turn, should enhance the retrieval of linguistic information that will become 
proceduralized. Effective practice should also provide error feedback. Feedback is a pillar 
of learning, as it modulates how quickly (and successfully) we learn (Dehaene, 2020). In 
L2 learning the positive effect of feedback has also been widely recognized (cf. Nassaji 
& Kartchava, 2021). Moreover, effective practice should also promote the transfer of 
learning. This suggests that practice should be carried out in instructional contexts that 
would allow for learners to transform what they have been taught (i.e., actively adjusting 
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and adapting prior knowledge to new situations or goals) into effective real-life L2 use 
(Larsen-Freeman, 2013). Finally, effective practice should also be challenging. More 
specifically, practice should present learners with instructional content at different levels 
of learning difficulty to optimize long-term retention. In this sense, learning difficulty 
needs to be desirable in that it needs to be given in the right amount: if practice is too 
easy for students, it will demotivate them; if it is too difficult (undesirable difficulty), it 
will hinder further processing of information in procedural memory and thus reduce the 
opportunities for learning (Suzuki et al., 2019). The degree of difficulty will depend upon 
practice condition (e.g., the type of feedback learners receive), linguistic factors (e.g., 
language complexity of learning materials), and the learners’ individual differences (e.g., 
cognitive abilities such as working memory) (DeKeyser, 2017). In sum, effective L2 
practice should be deliberate (intentional, goal-directed), systematic (planned, not 
random), sufficiently challenging (not too easy and not too difficult), and should support 
transfer-appropriate processing (i.e., practice should ensure a close match between 
learning conditions and future use of the L2). 
 
3.1. Input enrichment: Facilitating encounters with pedagogically targeted language 
means 
Supporting learners to select texts that are of interest and rich in the pedagogically 
targeted, teacher-selected language means is a goal that ICALL applications can help 
realize in practice. For instance, the FLAIR (Form-Focused Linguistically Aware 
Information Retrieval; http://flair.schule) system is a search engine that can help language 
teachers find texts on the web that contain a high number of instances of user-selected 
linguistic forms (Chinkina & Meurers 2016). FLAIR combines a standard web search for 
a particular content with a reranking step prioritizing those search results that are rich in 
the specified linguistic forms and at a selected readability level (i.e., quantitative linguistic 
complexity; Carrell & Wise, 1998, p. 290; Chen & Meurers, 2019). It supports such input 
enrichment for all language means mentioned in the German secondary school curriculum 
for English. FLAIR also integrates result previews that are visually enhanced to support 
quick identification of the occurrences of the targeted language forms. For example, 
Figure 1 shows the interface after a teacher selected phrasal verbs as targeted language 
forms and searched for "climate change" on the bbc.com site, asking for 50 results.  
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Figure 1. The FLAIR interface: settings panel, list of search results, and result preview. 
 

On the left, we see that 29 of the web search results were at the B1-B2 level and 
21 at the C1-C2 level. The top result was a long text (175 sentences) containing 22 phrasal 
verb occurrences, for which the text preview on the right shows three visually highlighted 
ones. The specification of the desired readability level and the targeted language means 
typically is taken care of by a teacher, who then provide a link to FLAIR containing their 
settings. The students can use the system autonomously to search for any contents they 
are interested in, with the system ensuring that the teacher specifications of the language 
level and forms are taken into account in the ranking and presentation of the results.   

To explore whether reranking of search results can successfully ensure richer 
representations of pedagogically relevant language means, Chinkina & Meurers (2016) 
inspected the distribution of potential pedagogical targets in the search results. For 
example, Figure 2 shows the top 55 web search results FLAIR obtained for the query 
“2016 US presidential elections”.  
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Figure 2. Heatmap showing the distribution of grammatical constructions (y-axis) across 
the 55 top FLAIR search results (x-axis) for the query “2016 US presidential elections”.  

 
Figure 2 shows that the 55 top search results shown on the x-axis are highly 

variable regarding how many instances of the language means on the y-axis are found in 
the given search result. Reranking the results to prioritize specific language means thus 
is a meaningful approach to ensure the learner is exposed to texts that are rich in the 
targeted language means.  
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Another input enrichment ICALL system, KANSAS (https://kansas-suche.de) 
supports the input enriched retrieval of texts for low literacy learners (Weiss et al., 2018). 
Since texts at low levels of complexity are relatively rare on the web, the system offers 
both a general web search and a web search focused on a collection of web sites that are 
dedicated to providing reading material for low literacy readers. Conceptually more 
interesting is that KANSAS also supports searches in a curated set of reading materials 
compiled from a range of sources, including crawled web material. Supporting searches 
in such a curated text base that can be linguistically analyzed offline, i.e., before the user 
enters a query, makes it possible to systematically and comprehensively rank all texts that 
contain the pedagogically relevant language target instead of only reranking the small set 
of top results returned by a standard search engine for the user-specified content query. 
This also facilitates identifying texts with rare (combinations of) language characteristics, 
to visualize the frequency distribution of each language target, and to offer filtering as 
well as (de)prioritizing of language means across the full corpus.  
 
Relating the approach to the principles of effective L2 practice 
Both the FLAIR system and the KANSAS system can be used to assist language teachers 
in carrying out extensive reading as an input practice activity. In extensive reading, 
learners read large amounts of reading materials at their proficiency level (cf. Grabe & 
Stoller, 2011). By implementing extensive reading through these ICALL systems, 
learners can not only self-select reading materials containing the language characteristics 
pre-selected by the teacher, but they also reap the benefits of doing extensive reading, 
such as developing themselves as independent readers and reading for meaning, 
information, and pleasure (Suk, 2017). The skills and knowledge developed through 
extensive reading supported by these ICALL systems thus should transfer to real-world 
reading contexts, thereby instantiating transfer-appropriate practice (Suzuki, this 
volume). To substantiate whether the self-selected, authentic nature of the input enriched 
materials indeed improves learning outcomes in a way that transfers, systematic field 
studies will need to be conducted with these freely usable ICALL systems. 
 



 11 

3.2 Input enrichment: Providing developmentally proximal input  
The SyB application (Syntactic Benchmark, http://complexity.schule) is an ICALL 
system that links input and output-based L2 instruction by means of automated linguistic 
complexity analysis of both learner input and learner production (Chen & Meurers, 2017; 
Chen, 2018). More specifically, the SyB system uses a pedagogic target language corpus 
of leveled reading material as a benchmark corpus and NLP to automatically analyze a 
set of syntactic complexity features (for technical details, see Chen & Meurers, 2017; 
2019). When a language learner using the system enters a short text they wrote into the 
interface, the SyB system analyzes the learner text in terms of the same set of complexity 
features. The system then provides the user with a selection of reading materials that for 
a user-selected complexity feature (or all features combined) are just above the 
complexity of their own writing. The user can manually select a “challenge level” to select 
how “just above” is spelled out. This is illustrated in Figure 3. 

 

Figure 3. The Challenge Window in the SyB system. Learners are presented with L2 texts 
based on the syntactic complexity of their language production.  
 

In sum, the ICALL system assigns individually-adaptive reading input based on 
learners’ language production, attempting to match where the learners are in terms of their 
individual development to texts that are developmentally proximal. SyB thus aims to offer 
adaptive, individualized L2 reading practice based on the learner’s interlanguage 
characteristics.  
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Chen et al. (2022) evaluated the effectiveness of individualized i + 1 input, where i is 
operationalized in terms of the syntactic complexity of their language production and the 
+ 1 derived from the selected challenge level. The study examined whether texts selected 
based on the complexity of the learner’s L2 production promote proficiency development, 
including experimental conditions differing in the challenge level. To directly relate the 
reading and the writing components, a continuation writing task was chosen, in which the 
learner continues writing the partial text given as reading input. The study showed that 
learners align the linguistic complexity of their writing with that of the reading materials, 
which confirms the potential value of this type of ICALL-supported input complexity 
challenging practice for L2 learning. However, longer studies are needed to establish 
whether the alignment in complexity amounts to a lasting learning effect or only a local 
alignment that does not actually incrementally develop the baseline of the learner.  
 
Relating the approach to principles of effective L2 practice 
Concerning the principles of effective L2 practice, an ICALL system like SyB provides 
the opportunity to experimentally explore the principle of desirable difficulty. Learners 
can systematically be challenged to process target language that is more complex than 
what they can produce, and it was shown that this supports complexity alignment – though 
more evidence is needed to determine whether this translates to language development. 
The SyB approach also instantiates individualization of L2 practice as learners are pushed 
to understand and produce L2 language relative to their individual learner proficiency. 
The SyB system therefore aims to optimize learning by providing appropriate instruction 
that dynamically adapts to learners’ individual differences (DeKeyser, 2021).  

 
3.3. Input enhancement: Fostering noticing of pedagogical target forms 
As an ICALL tool focused on input instruction, WERTi (Working with English Real 
Texts interactively; http://purl.org/icall/werti) provides automatic input enhancement of 
authentic texts (Meurers et al., 2010). The system employs NLP techniques such as 
syntactic parsing to identify and visually enhance the pedagogically targeted language 
means in webpages. The WERTi prototype was reimplemented as the web extension 
Visual Input Enhancement of the Web (VIEW; http://purl.org/view), which supports 
different web browsers, languages, and target patterns (Ziegler et al., 2017). WERTi 
offers different types of L2 instruction in an authentic, real-life web-based setting. It 
supports the automatic coloring of targeted language forms in online texts (receptive 
practice) as well as learner interaction with the text containing these forms through 
automatically generated clicking, multiple-choice, or fill-in-the-blank activities (dynamic 
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practice). The WERTi system can also provide a log file for each learner, keeping a 
detailed record of learner interactions with the system, such as when and how an activity 
was completed and the number of activities tackled. On this basis, the approach has been 
empirically validated in a pilot and a more extensive study. The pilot study examined 
whether automatic input enhancement of news texts supports the acquisition of implicit 
and explicit knowledge of English articles (Ziegler et al., 2017). The full study (Ruiz 
Hernández, 2019) employed an extended version of WERTi that not only housed a 
pedagogical intervention targeting English phrasal verbs, but also integrated newly-
developed web-based individual difference tests (Ruiz et al., 2019; 2021).  

 
Relating the approach to principles of effective L2 practice 
The WERTi system instantiates three principles of effective L2 practice. Firstly, the 
WERTi system fosters deliberate practice, as the clicking, multiple-choice, or fill-in-the-
blank activities supported by the system requires learners to make a conscious, deliberate 
effort to complete them, which may contribute to the proceduralization of the targeted 
language. For instance, in the multiple-choice gap-filling activity, learners are required to 
consciously interact with the online text by clicking on gaps in the text (see Figure 4).  
 

 
Figure 4. Automatic enhancement in the extended version of WERTi (Ruiz et al., 2021). 
Learners are asked to fill out the gaps in the text by clicking on the dropdown menus.  
 
In this activity, different options are displayed once learners click on the gap. Learners 
then have to select the option that correctly completes the gap – for example, in Ruiz et 
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al. (2021), the correct phrasal verb option in the context of the sentence. The activity thus 
requires learners to process and (correctly) understand the targeted language form during 
comprehension in order to complete it (task-essentialness, Loschky & Bley-Vroman, 
1993). Ruiz et al., (2021) found that the group who read texts with automatically 
generated gaps showed a stronger effect (i.e., higher gains) for both comprehension and 
production of L2 vocabulary than those students who read texts without gaps. Secondly, 
the WERTi system also provides automatic, immediate feedback to learners, which has 
been indicated as more effective in supporting learning than delayed feedback (Fu & Li, 
2022). In the case of the multiple-choice activity, for instance, learners receive color-
coded feedback: if the answer is correct, it turns green; if the answer is incorrect, it is 
highlighted in red. As additional support, a smiley face is displayed next to each blank 
space that inserts the correct answer into the gap when it is clicked on. Learners are 
instructed to use the smiley face only as a last-resort strategy. Finally, the WERTi system 
can also promote transfer of learning (Larsen-Freeman, 2013) given that the system offers 
ecologically-valid practice activities to learners reading news articles on the web, outside 
of the school context. More research is necessary to empirically substantiate how effective 
ICALL systems such as WERTi are in supporting the transfer of skills and knowledge 
into real-life L2 use.  

Another way to enhance input to support L2 practice with ICALL applications 
that would warrant more exploration and an effectiveness study is the use of 
automatically-generated questions to create a functional need to process targeted 
linguistic features, i.e., functionally-driven input enhancement (Chinkina & Meurers, 
2017). NLP methods can automatically generate questions for any user-selected reading 
material with the primary goal of requiring the learner to cognitively process the targeted 
language means. When combined with an input enrichment system like FLAIR, one can 
ensure that the user-selected texts for which questions are to be generated are sufficiently 
rich in the targeted forms. The automatic generation of questions then is a way to provide 
a minimal activity structure that ensures input is read and practice can be monitored. In 
terms of the quality that can be achieved with current NLP approaches, such 
automatically-generated questions have been found to be indistinguishable from human-
created questions (Chinkina et al., 2020).  
 
3.4. Feedback: Scaffolding learners completing a range of closed to open activities  
The FeedBook system (Rudzewitz et al., 2017; http://feedbook.website/en) is a web-
based ICALL system offering input and output-based instruction. This intelligent tutoring 
system is a digital workbook that was developed to support English language learning 
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and teaching in secondary schools in Germany. While the original FeedBook was based 
on an established, printed workbook, the NLP also supports the generation of exercises 
(Heck & Meurers, 2022). Crucially, the NLP also allows the FeedBook to automatically 
provide immediate scaffolded linguistic feedback. This feedback is aimed at supporting 
individual learners when completing a range of form and meaning activities (e.g., short 
answer, fill-in-the-blank, reading/listening activities), covering all language means on the 
seventh-grade English curriculum of German secondary schools. To that end, the system 
compares student answers to the space of well-formed and ill-formed variants 
automatically determined for the target answers (Rudzewitz et al., 2018) to parametrize 
and generate one of 188 meta-linguistic feedback templates. Figures 5 shows the feedback 
provided in an exercise targeting comparative forms, while Figure 6 illustrates the 
provision of focus on meaning feedback in a reading comprehension exercises, followed 
by incidental focus on form on the tense of the verb in the student’s revised response. 
Students can also inspect their open learner model and teachers can use the FeedBook to 
monitor student progress. The effectiveness of the feedback provided by the FeedBook 
was empirically evaluated in a randomized controlled field trial (Meurers et al., 2019), 
the gold-standard empirical study design in medical and education research. The study 
was carried out during a full school year in 14 seventh-grade classes in four German high 
schools, with the FeedBook being used as digital replacement for the printed workbook, 
without training or changes to the usual teaching. The digitally administered intervention 
allowed researchers to collect substantial, ecologically-valid longitudinal data. Every 
student used the system, but within-class randomization was used to distinguish which 
student received the scaffolded feedback for which of the language means on the 
curriculum. The learners who received the scaffolded feedback outperformed those who 
did not, with a medium size effect (d = 0.56). The findings add to the evidence of the 
effectiveness of practice with incremental, scaffolded feedback that is provided while 
learners are working on exercises at the appropriate level for them.   
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Figure 5. Feedback to a learner response in a focus-on-forms exercise in the FeedBook.  

 
 
 
 
 
 
 
 
 
 

 
 
 
 
Figure 6. Feedback on meaning (above left) followed by incidental focus on form (bottom 
right) incrementally provided to learner responses in a reading comprehension activity.  
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Relating the approach to principles of effective L2 practice 
The FeedBook system transparently illustrates the critical principle of feedback for 
effective L2 practice. As an intelligent web-based workbook, the FeedBook system 
provides instantaneous, interactive formative feedback to learners, supporting the 
individual L2 practice with immediate feedback. It can provide automatic systematic 
feedback not only on form-oriented exercises, but also on meaning-based tasks, raising 
the learner’s awareness of linguistic accuracy as well as promoting effective L2 practice 
(Suzuki, this volume). By modeling both the activity, the learner, and the language 
(Meurers et al. 2018), the FeedBook system can offer individual feedback that is 
appropriate given the learner’s current L2 knowledge and skills in an authentic education 
environment (Meurers et al., 2019). The FeedBook also promotes deliberate practice, as 
the activities learners complete in the system are intended not only to complement the 
declarative knowledge provided in the classroom, but to assist proceduralization and 
further automatization of this knowledge through deliberate study, completing a variety 
of closed and more open activity types.    

 
4. Insights into automatization: ICALL’s limitations and a look ahead 
We have seen how ICALL systems can promote L2 development by providing learners 
with opportunities for effective individualized input and output practice. This 
individualization of practice is possible in ICALL environments as these can model the 
core components of the language learning process – a rich representation of the learner, 
the target language, and the learning activity (Meurers & Dickinson, 2017). Given the 
ready availability and use of digital devices in authentic learning contexts, it becomes 
possible to monitor learning processes and products at scale (Alexopoulou et al., 2022).  
Where ICALL tools provide substantial benefits to learners in real life so that one can 
design and longitudinally study different interventions and the range of parameters at 
stake in ecologically valid contexts. This clearly holds great potential in the use of ICALL 
systems to advance SLA research, especially research on practice and automatization 
(Suzuki, 2022), but potentially also for the sociocognitive approaches to SLA (e.g., Ellis, 
2010). Detailed system logs make it possible to track increased fluency in language use 
or to investigate the effect of different exposure conditions (from implicit to explicit, 
Norris & Ortega, 2000) on subsequent acquisition on a fine-grained level of analysis (e.g., 
Hui et al., in press; Ruiz et al., 2021; Ziegler et al., 2017). ICALL is also critical to achieve 
the important, yet elusive goal of adapting L2 instruction to cater to individual 
characteristics of learners. In most L2 instructed contexts, individualization of instruction 
may not be feasible due to logistical, financial, or social reasons (DeKeyser, 2021) – but  
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ICALL applications such as the ones discussed above can in principle support such 
adaptive individualized L2 practice considering individual learner differences.  

However, despite an increasing interest in ICALL and Big Data in SLA (Meurers 
& Dickinson, 2017; Alexopoulou et al., 2022), the potential of research at the intersection 
of ICALL and SLA is only slowly starting to be realized. What are some of the challenges 
currently limiting the use of ICALL systems to systematically research L2 acquisition, 
practice effects and effective automatization? 

A first limitation is that many ICALL systems are not evaluated to test their 
educational effectiveness. Indeed, traditionally ICALL research is more focused on 
specific issues and conceptual advances, so that most systems are not even developed to 
the point where they could be systematically used and evaluated with real-life learners 
(Amaral & Meurers, 2011). The commercial ICALL systems becoming available, such 
as Duolingo, clearly are tested before their official release – yet this testing will primarily 
concentrate on usability, functionality, and reliability of the software. Serious evaluations 
of learning outcomes are only starting to become available (e.g., Jiang et al., 2022). This 
arguably reflects the challenge of bringing experts from multiple disciplines together. 
Developers of ICALL systems based in industry or computer science departments 
understandably prioritize software development and usability and typically will not have 
the background or interest to contribute to our understanding of how languages are 
optimally acquired. They generally also lack the methodological expertise to run 
randomized controlled experiments to determine how different instructional 
manipulations in their system affect learning trajectory and outcomes. Conversely, while 
some SLA researchers are experts in empirically studying the effects of instruction on 
language development, they generally will not have the software development skills 
needed to develop or set up a sophisticated ICALL system.  

A second, related limitation concerns the malleability of the different ICALL 
systems. Are we evaluating a commercial system like Duolingo (e.g., Jiang et al., 2022), 
which is closed in the sense that we as researchers cannot make modifications in our 
evaluation studies? Or are we focusing on more open but more prototypical systems like 
WERTi (Meurers et al., 2010), where the developers support collaboration with SLA 
researchers and make changes to the system to study its educational effectiveness (Ziegler 
et al., 2017; Ruiz Hernández, 2019)? The advantage of the former strategy is that no 
programming skills are required as the system is ready for use. However, we are limited 
by the pedagogical choices, the functionality and the contents supported by the 
developers. This will generally make it difficult or impossible to test specific hypotheses 
(e.g., the utility of different feedback types) or even to include appropriate control groups. 
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When pursuing the second strategy, working with an open ICALL system generally 
requires very time consuming collaboration in multidisciplinary teams to develop or 
modify systems, especially when the systems are supposed to be usable by learners in 
real-life learning settings. However, as part of a sustained, mutually beneficial 
collaboration, this option clearly holds greater potential in terms of contributing to 
theories of SLA. 

A third limitation is related to the functionality provided by an ICALL system, 
which is focused on helping users to learn a new language. As such it will not necessarily 
facilitate the collection of data needed to conduct SLA research. From consent forms via 
questionnaire data to cognitive tests, a platform for conducting SLA experiments needs 
to provide functionality that goes beyond what is needed for an ICALL system to work. 
Such tasks thus may have to be administered outside the ICALL system, as was done by 
Ruiz et al. (2021), who tested working memory and declarative memory on a separate 
platform and sequenced the use of these different online tools in a web-based experiment. 
With modular web service architectures becoming standard, one can hope that researchers 
will increasingly provide reusable modules (e.g., standard cognitive tests, pre-/posttest 
and questionnaire templates) that can be used in an SLA online experiment toolkit, which 
could substantially reduce the overhead of running studies with an ICALL system.  

A final limitation relates to the translation of SLA research into ICALL contexts. 
Large-scale data collection and learner analytics are only useful if the ICALL system is 
pedagogically sound to begin with. There seems little point in investigating the 
effectiveness of an ICALL system that clearly fails to incorporate decades’ worth of 
insights from instructed SLA research or educational psychology. The development of 
ICALL systems thus requires, in addition to technical expertise, a solid understanding of 
the research literature on how languages are learned and taught. At the same time, 
research tends to focus on specific aspects and often isolates individual parameters in an 
experimental context. The research thus does not necessarily provide the empirical 
breadth and consider all the factors that are needed to use the insights in a real-life learning 
context. When it comes to applying these SLA research insights to the development and 
evaluation of an ICALL system, we thus face challenges on both the empirical and the 
conceptual side. For example, while for the acquisition of questions, there is substantial 
SLA research, e.g., on developmental sequences, for most of the other language means 
on the foreign language school curriculum this is not the case – yet, any ICALL system 
will need to provide enough breadth for learners in an authentic learning context to be 
willing to engage with it. On the conceptual side, we need to reflect on how to 
operationalize key SLA constructs such as noticing, awareness, and automatized 
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knowledge in an ICALL context. How do we measure noticing or awareness in the 
absence of verbal reports or eye-movement data? How do we define fluency and 
automatized knowledge in an ICALL context? And how should we distinguish between 
implicit and explicit knowledge when we cannot use standard experimental tasks? While 
some of the questions are specific to the digital domain, others arise for any research 
attempting to transfer laboratory insights to ecologically valid learning contexts so that 
there is hope that the rise in interest in instructed SLA and real-life language learning will 
help us make progress in this regard. 

In this chapter, we have characterized different ICALL systems and argued that 
they can be used to deepen our understanding of how different domains of language are 
acquired and how they can be optimally taught. However, the full potential of ICALL 
systems for SLA research is yet to be realized. An essential step for this to happen is to 
establish an ongoing dialogue between computational and applied linguists, ICALL and 
SLA researchers, software developers interested in educational technology and 
researchers interested in language learning and teaching. Establishing this type of 
dialogue and leading it to fruitful collaboration is not trivial, as we know from personal 
experience working across disciplinary boundaries (see Rebuschat et al., 2017, for 
example). It requires a willingness to engage with a range of different research literatures 
and methodologies and a willingness to publish in journals across different fields, which 
can be a challenge also in terms of journal and tenure reviewers with a more narrow focus. 
Naturally, it also requires financial resources that take the multidisciplinary demands into 
account. To facilitate sustained progress, an important step would be the formation of a 
larger community of researchers who are willing to engage in cross-disciplinary research 
at the intersection of CALL, SLA, and NLP. Such a group is needed to take the lead in 
clarifying key constructs, discussing joint objectives, and aligning research agendas. We 
hope the present volume can lay the foundation for more collaboration along these lines. 
 
5. Conclusion 
We discussed how ICALL can support individualization of L2 practice, as well as how it 
can be a valuable tool to investigate the role of practice on L2 learning. Concerning 
individualization of practice, we showed how ICALL applications can offer practice on 
a large scale that can be tailored to individual learners (e.g., Meurers et al., 2019), 
addressing what DeKeyser calls “true individualization” (2021, p. 2). In such a setup, 
ICALL can help explore ATIs in instructed language learning, which can lead to the 
design and implementation of more effective pedagogical interventions. We also 
discussed that ICALL applications can serve as a research tool that allows L2 researchers 
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to collect empirical evidence at scale in ecologically-valid contexts not only on the 
product but also the process of L2 learning (Hui et al., in press; Ruiz et al., 2021). Finally, 
we identified several issues currently limiting the ability to use ICALL systems to study 
L2 acquisition, practice effects, and automatization. We discussed the lack of empirical 
assessment of the educational effectiveness of existing tools, the challenge of adapting 
system to SLA researchers’ experimental designs, and the need to empirically broaden 
SLA insights and establish how one can operationalize and measure important SLA 
concepts in ICALL systems in a real-life learning context. Overall, the discussion 
presented here underscores the importance of more cross-disciplinary work between 
ICALL and SLA and realize its potential to advance our understanding of second 
language acquisition and improve language learning and teaching.  
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